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Abstract

A lot of different methods for onset, beat, and tempo detection have been proposed over
the last years. But all of these have deficiencies. For onsets, there doesn’t exist a single
algorithm, which is capable of identifying onsets in all kinds of different sounds. Common
drawbacks of beat and tempo detection algorithms are their dependency on high level
knowledge or the assumption of a constant tempo throughout the entire analysed section.

In this work, a new approach with superior performance is introduced. It is based on
bidirectional Long Short-Term Memory recurrent neural networks. It is completely data
driven and doesn’t require any higher level knowledge. With only a few modifications, it
is general applicable for both onset and beat detection, the tempo is simply calculated
on basis of the detected beats.

Speaking of the onsets detector, the neural network replaces the reduction function
used in most traditional methods. Training of the network is performed on a large
database of onset data covering various genres and onset types. Due to the data driven
nature, the new approach renders the need to choose a special onset detection method
and adjust its parameters depending on the music type obsolete. Beats detection is
solely based on signal features, too. The new approach does not expect the beats to
occur at strict metrical levels, and is hence capable of tracking beats even in the case of
abrupt tempo changes.

Results are given for well known data sets, and it can be concluded that the new ap-
proach is on par with state-of-the-art methods and outperforms them in almost all cases.
For onset detection of complex music with mixed onset types, an absolute improvement
of 3.6% in terms of F-measure is reported. For tempo detection the performance gain
for correctly identified tempo is 5.4% to 8.9% absolute, depending on the data set.
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Introduction

Music is part of almost everybody’s life. Contrary to spoken languages, music can be
understood by people not speaking the same language. It connects people independently
of their cultural background all over the world. Music can break down language barriers
and thus helps understanding each other. This is because it also acts on a highly emo-
tional level. If asked to describe music, people often use their own words and express
their feelings.

But for a lot of applications, a more scientific characterisation is needed. Music is
usually described by technical attributes, such as pitch, temporal, harmonic, timbral,
editorial, textual, and bibliographic aspects [24]. This thesis deals with the temporal
aspect of music, namely the two most fundamental features: onsets and beats.

Depending on the point of view, specific temporal events in music pieces are more
relevant than others. For the typical listener, the most perceptible events in music are
the beats. We nod our head or tap our foot to the beat of music. On the other side, for
musicians or performers, the single note onsets are more important, since they correspond
to the timings of the notes within the musical score. The automatic identification of all
these events in polyphonic music is essential for a wide range of applications.

Precisely detected onsets are a prerequisite for audio to score transcriptions [11, 52,
74, 96]. They are further of great help for the automatic segmentation and analysis
of acoustic signals, and can assist in typical cut-and-paste operations and help editing
audio recordings [59].

Locating the beats and determining the correct tempo opens new possibilities for
all kinds of music application tasks, such as automatic manipulation of rhythm, time-
stretching, or swing modification of audio loops [42, 7]. Beats are also crucial for
analysing the rhythmic structure, dancestyle [31, 83], and genre of songs [22, 40, 99,
68, 67], as well as identifying cover songs [29] or the similarity of songs [77, 56].

Deficiencies of existing methods

All existing methods for onset, beat and tempo detection (see section 1) have deficiencies.
For onsets, there doesn’t exist a single algorithm, which is capable of identifying onsets in
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all kinds of different sounds [5, 13, 21]. These include pitched non-percussive music such
as voices or bowed strings, pitched percussive sounds such as piano music, non-pitched
percussive drum sounds, and complex mixes, including all types of onsets plus modern
post processing effects (e.g. flangers and vocoders), which distort the signal considerably.

Common drawbacks of beat and tempo detection algorithms are their dependency
on high level knowledge or the assumption of a constant tempo throughout the entire
analysed section. E.g., many algorithms expect the beats occurring at strict multiples
of the base metrical level (called the tatum) [84], work only on a given time signature
[38], or require the existence of certain sound patterns [37]. Moreover, the best detection
performance is in the range of 50-70%, depending on the data set [73], leaving room for
large improvements.

Aim of this thesis

The aim of this thesis is hence to develop a universally applicable, purely data driven
model for onset and beat detection in polyphonic music. It should achieve a very high
level of correctness and precision, independently of the type of music. It should further
not depend on any high level knowledge (e.g. the strict alignment of the beats on other
metrical levels) or constant tempo.

Overview

This thesis is structured as follows: section 1 summarises existing methods for onset,
beat, and tempo detection. After giving a short overview of artificial neural networks
with a special emphasis on bidirectional Long Short-Term Memory neural networks
(BLSTM) in section 2, a new approach for onset, beat, and tempo detection, based on
BLSTM networks is introduced in section 3. The evaluation procedure is described in
section 5, and results are given in section 6.



Chapter 1
Existing methods

This chapter gives an overview over existing methods for onset detection, tempo induc-
tion, and beat tracking. Methods with a close relation to the new approach, as well as
state-of-the-art methods, are described into more detail.

1.1 Onset detection

An onsets corresponds to an event in the music signal. It indicates salient parts, such as
changes in notes, chords, and all kind of different events like drum hits. It is important
to distinguish between some related notions: onsets, transients, attacks, and decay.
Figure 1.1 shows how these relate to each other, the definitions are given in the following.

Onset: The onset is defined as the start of a musical note or any other sound. For
simplicity, the starting point of a transient (or the time at which a transient can
be detected reliably by a human) is chosen as the onset of a sound. But soft
harmonic sounds do not necessarily include a transient, so the onset position is
harder to detect.

Transient: The transient is the short interval of the signal, which corresponds to the
non-harmonic attack phase. Sometimes also the decay phase is considered to be
part of the transient. During this phase, mostly unpredictable, non-periodic, high-
frequency components can be observed, which are not related to the harmonic
content of the underlying sound.

Attack: The attack is the part of the sound, where the amplitude of the envelope rises
from zero to its maximum peak.

Decay: After reaching this peak, the amplitude of the envelope decreases to zero again.
This phase is called the decay of the sound, and generally lasts much longer than
the attack phase.
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Figure 1.1: The relation of onset, attack, transient, and decay for a simple bell sound.

Historically, the first onset detection methods worked only with symbolic data, such
as MIDI (Musical Instrument Digital Interface). In the mid 1990s first approaches arose,
which took not only symbolic data, but also monophonic audio samples. This was a huge
step towards onset detection in polyphonic music. The methods emerged more and more
and are now sophisticated enough to handle even onsets in complex music mixes quite
well [5, 12, 14, 21, 59, 62, 71, 92, 93, 97]. Nonetheless, none of the existing methods is
capable of handling onsets in all kind of different sounds with the same performance.

The rest of the section describes the most common of these approaches capable of
handling complex music mixes. Because of their close relation to the later described
new approach, the signal feature based methods are described into more detail.

Signal A{PreprocessingH Reduction HPeak detection]—» Onsets

Figure 1.2: Basic workflow of traditional onset detection methods

Figure 1.2 shows the basic workflow of almost all traditional onset detection methods.
The process is divided into the following steps:
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Preprocessing: Some onset detection methods include a preprocessing step. The aim of
preprocessing is to accentuate relevant parts of the signal. [93] describes a method
called adaptive whitening, which attenuates irrelevant parts of the signal. Since
preprocessing is not used for the new approach, it is not described further.

Reduction: A reduction function is applied to the (preprocessed) signal, to obtain the
detection function. The detection function usually has a much smaller sampling
frequency (around 100 Hz compared to the 44.1kHz of the original signal). This
reduces the complexity and informational content by a huge amount The reduc-
tion functions can be divided into two main categories, whether they achieve the
reduction based on signal features or on probability models. Approaches of both
categories are described later in this section, as well as some alternative approaches.

Peak detection: The task of this last stage is to reliably detect the onsets within the
detection function. It is subdivided into post processing (e.g. smoothing and nor-
malising of the detection function), thresholding, and peak picking. Thresholding
is usually done with either a fixed or an adaptive threshold (e.g. a moving median,
as used in [5]). Since the former one tends to pick either to much onsets in louder
part, or miss onsets in quieter parts, usually adaptive thresholds are used. Finally
peak picking is used to identify the local maxima.

The next sections describe some commonly used signal reduction functions.

1.1.1 Detection based on signal features

There are several methods for onset detection that use signal feature based reduction
functions. Early methods operated directly on the music signal z(n) in the time domain.
One of them is the method described in [59]. The system first normalises the loudness of
the signal before splitting it into multiple bands via bandpass filters. Peaks in the first
order difference of the logarithm of the amplitude envelope of each band are detected
as onsets. These band-wise onsets are then combined to yield the final set of detected
onsets.

When operating in the time domain, quiet onsets are often masked by higher energy
signals. Thus, a lot of reduction functions use the frequency domain representation of the
audio signal for onset detection, in particular the short-time Fourier transform (STFT)
X (n, k) of the signal x(n):

1=
X(n,k)= > w(l)-x(l+nh)-e >N (1.1)

w2
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where n is the frame index, k the frequency bin number, and w(l) is the windowing
function of size N.

High Frequency Content

In [72], a method called high frequency content (HFC) is described, which linearly
weights each STF'T bin with a factor proportional to its frequency. Summing all weighted
bins yields a measure for the onset strength, which is used as a detection function.

k=2

HFC(n) = % Sk 1X (n k)2 (1.2)
k=1

When dealing with percussive music, this method reveals its strength, but shows
weaknesses otherwise. Percussive onsets lead to wide-band noise in the spectrogram up
to the highest frequencies, and this is exploited by the HFC method. But it does not
incorporate the temporal evolution of the signal, as it considers only absolute energy
values at the present frame.

Spectral difference

The spectral difference (SD) also uses the temporal information as it calculates the
difference of two consecutive short-time spectra. This difference is built separately for
each frequency bin, and all positive differences are then summed up to build the detection
function. Some publications use the Ls-norm, also known as the Euclidean distance
(equation 1.3) [27], whereas others use the Li-norm (equation 1.4) [72].

SF(n)= > H(X(nk)— X(n—1,k)) (1.4)

with H(x) = %'x‘ as the half-wave rectifier function. The latter version is often referred
to as the Spectral Flux (SF) [2, 64]. These methods are good overall performers, for
almost any kind of music material.
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Phase deviation

The methods mentioned so far used only the magnitude of the spectrum. More recent
approaches [8, 6] utilise the phase of the signal’s STFT. The change of the phase in
a STFT frequency bin is a rough estimate of this bins instantaneous frequency. If
©(n, k) is the phase of X (n, k) with a range of —m < ¢(n, k) < 7, then the instantaneous
frequency is given by the first order difference ¢’ = p(n, k)—p(n—1, k). The change in the
instantaneous frequency, the second order difference given by ¢’ = ¢'(n, k) —¢'(n—1, k),
is an indicator of a possible onset. To reduce the chance of an missed onset because of
wrap around of the phase to 0, the phase deviation (PD) onset detection function takes
the mean over all frequency bin phase changes:

2

k=N
PD(n) = o 3 1¢"(n, )| (15)
k=1

In [21], two improvements to the phase deviation onset detection function called
weighted phase deviation (WPD) and normalised weighted phase deviation (NWPD)
are proposed. The WPD function weights each frequency bin of the phase deviation
function with its magnitude. This takes into account the fact that the energy is con-
centrated around the bins with the dominant frequency of the sounding tones, and thus
makes this new detection function more robust against noise.

k
WPD(n) = % X (n, k) (n, k)| (1.6)
=1

m‘z

o

The NWPD function additionally normalises the WPD function with the sum of the
weights and is defined as:

k=4 "
_ P |XN(n, k)e"(n, k)| (1.7)

NWPD(n) =
Dop—t [ X(n, k)

Complex Domain

Another way to incorporate both magnitude and the phase information (as in the last
two detection functions) is proposed by [25] and [6]. First, the expected amplitude and
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phase for the actual frame is estimated based on the two previous ones. The so called
target value is calculated by the assumption of constant amplitude and rate of phase
change as: Xp(n, k) = | X (n, k)|e?(*~1R)+¢'(n=1k) " Then this value is compared to the
actual frame.

The complex domain (CD) onset detection function is defined as the sum of all devi-
ations between the actual values and the calculated target values.

2

CD(n) = Y _ |X(n,k) — Xr(n, k)] (1.8)

k=4
k=

1

A modification of this method called the rectified complex domain (RCD) deals with
the problem that the original algorithm does not distinguish between increases or de-
creases of the signals amplitude [21]. Similar to the idea used in the spectral flux function,
only the positive values of the complex domain are summed up.

__ N
k=%

RCD(n) = Y H(X(n,k) — Xr(n,k)) (1.9)
k=1

with H(x) = %le as the half-wave rectifier function.

Wavelet regularity modulus

Not taking the STFT spectrogram as the origin for the used features, but rather a time-
frequency representation is the base for the wavelet regularity modulus (WRM) method
[16]. It tries to detect transients in the Haar wavelet decomposition of the signal by
observing regularities in the wavelet coefficients. High amplitudes in a certain coefficient
often coincide with high amplitudes in coefficients at the same time localisation at smaller
scales and therefore form structures. Detecting a transient also implies the detection of
an onset (see figure 1.1), but the onsets of soft sounds without transients are hard to
detect.

1.1.2 Detection based on probability models

Besides signal features, statistical methods can be used for onset detection as well. They
are based on the hypothesis that a signal can be described by probability models.
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The negative log.-likelihood (NLL) method [4] therefore defines two different statistical
models and observes, whether the signal follows the first or the second model. A sudden
change from the first model to the second one can be used as an onset detection function.
However since the logarithm of the ratio between the two probabilities is used, onsets
are not indicated as peaks, but as a change in sign. This method so far performs best
for pitched sounds without any percussive components, e.g. bowed strings and vocals.

1.1.3 Machine learning algorithms

To build more sophisticated detection functions, which are capable of detecting onsets
in a wider range of audio signals, classifier based data driven methods emerged lately.

In [71], a network of integrate-and-fire neurons and a multilayer perceptron (MLP) is
used for onset detection in polyphonic piano performances. A similar onset detector is
proposed in [92]: it simulates the human hearing by using the same neurons, but with
depressing synapses. This algorithm was only tested against tone bursts, simple sounds
and speech samples, but results for complex polyphonic music samples were missing.

Lacoste et.al. describe an onset detection algorithm based on a feed forward neural
net, namely convolutional neural nets [61, 62]. This system performed best in the MIREX
2005 audio onset detection contest. Unfortunately no results on available test sets are
published, only the ones of the contest, which are based on a publicly unavailable test
set.

Besides neural networks, other machine learning algorithms such as Support Vector
Machines (SVM) and Naive Bayes classifiers (NB) were proven to work well for onset
detection, although obtaining only mediocre precision rates [12]. In [18], a time-frequency
representation of the signal is combined with support vector machines to detect abrupt
spectral changes, but no test results are included.

Originally developed for music transcription of piano music, the systems based on the
non-negative matrix factorisation (NMF) of magnitude spectra [91] can also be used
to extract onsets. One shortcoming of this approach, the requirement of sounds from
instruments that exhibit a static harmonic profile, was resolved by the use of non-negative
matrix deconvolution (NMD) [90]. However, no comparable results are given.

1.2 Tempo induction and beat tracking

For humans, tracking the beat is an almost natural task. We tap our foot or nod our
head to the beat of the music. Even if the beat changes, humans can follow it almost
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instantaneous. Nonetheless, for machines the task of beat tracking is much harder,
especially when dealing with varying tempi, as the numerous publications by different
authors on this subject suggests [1, 2, 17, 19, 29, 31, 37, 43, 51, 64, 80, 81, 82, 84, 86, 89,
101, 102]. Depending on the structure of the implemented method, they have to make
certain assumptions about the music signal. Some methods need the beats to occur at
strict metrical levels, while others rely on certain sound patterns like drum sounds. The
new approach described in chapter 3 lifts all these limitations.

Signal Featu_re Per_lodlc_:lty Phas_e Beats
extraction estimation detection

» Tempo

Figure 1.3: Basic workflow of traditional tempo induction and beat tracking methods.

The rest of this section describes the most widely used algorithms for beat tracking and
tempo induction. Most methods have a working scheme like the one shown in figure 1.3.
After extracting features from the audio signal, they try to determine the periodicity of
the signal (the tempo) and the phase of the periodic signal (the beat locations).

The complete process is divided into the following steps:

Feature extraction: The input signal is processed and certain features are extracted.
These features can be onsets (see previous section), rhythmic informations, chord
changes, amplitude envelopes, spectral features, etc.. The choice mostly depends
on the pulse induction stage used in the next step.

Periodicity estimation: The purpose of this stage is to determine the periodicity of the
most dominant pulses in the extracted features. This stage is the core of all tempo
induction algorithms. As a result of this step, the tempo can be calculated.

Phase detection: Some methods also produce phase informations during periodicity
estimation, and therefore don’t need this last step for beat tracking. All others
need to determine the phase of the periodic signal, i.e. the position of the pulses.

For periodicity estimation, the autocorrelation, comb filter, histogram, and multiple
agent based induction methods are widely used. These are described more detailed in
the following sections.

10
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1.2.1 Autocorrelation based methods

One of the most common methods for periodicity estimation is the autocorrelation func-
tion (ACF). It is a measure for the self-similarity of a function with itself at a certain
delay 7. As the underlaying function, different methods can be used. To determine the
most dominant tempo, the autocorrelation of this function is build, which exhibits the
highest amplitude at a special delay 7*. This delay is then converted to the tempo,
typically given in beats per minute (bpm).

As mentioned before, different functions can be used for the autocorrelation. In [2],
a special onset detection function, which is basically the spectral flux onset detection
method of a time-frequency representation of the signal, is used for the ACF. To only
capture the dominant onsets, it uses a much higher threshold than typically used for
onset detection.

Another method that uses autocorrelation for tempo detection is described in [23].
This algorithm works on the signal envelopes of eight frequency bands. For each band,
the signal is first rectified, down sampled, smoothed, and finally transformed to a log-
arithmic scale. Then the ACF is build for each frequency band and the results are
combined.

The ACF only determines the periodicity of the signal. If not only the tempo but also
the beat positions are needed, the phase of the pulses have to be discovered in a second
step. For this purpose, the later described comb filter method can be used. Another
possibility is to use Phase-Locked-Loop (PLL) techniques [89] for beat tracking. This
method was later modified with a Kalman filtering approach [88, 87].

Some methods, which base on modifications to the traditional autocorrelation of pulse
functions, have been proposed as well. One is described in [28]. It computes the auto-
correlation such that the distribution of energy in phase space is preserved. The result is
called a autocorrelation phase matrix (APM). Individual APMs over short overlapping
onset traces are calculated, and the beats (and meter) are finally estimated by a Viterby
decoding algorithm, which searches for points with smoothly changing lag and phase
over time.

1.2.2 Histogram based methods

Another major approach is building a histogram of event intervals. The difference to the
autocorrelation approach lays in the modality the histogram is built. Contrary to the
ACF, the histogram methods does not consider the amplitude values of the function (or
by other means: uses a function containing only values of 0 and 1). It simply sums up

11
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the quantity of certain interval lengths. Typically the inter onset interval (IOI) of the
detected onsets is used.

Histogram based methods usually perform worse than the similar working ACF based
methods [23, 44], and are thus not described more detailed.

1.2.3 Comb filter based method

A third widely used method for periodicity estimation is the comb filter based method
introduced by Scheirer in [81]. The basic idea is that a signal is passed through a set of
comb resonators, and to measure the sum of magnitudes at the output. If the resonance
frequency of the filters match the signal pulses, a high output can be observed. The
main advantage compared to the autocorrelation based method is that it also able to
track multiples and divisors of the given rate. Besides the complexity for implementation
(the number of comb filter banks needed to cover the whole tempo range equals to the
number of delay steps for the periodicity length), it’s major drawback is that care hast to
be taken, if the tempo varies. Since this method processes the signal sample by sample,
it can be used directly for beat tracking purposes, by simply observing the comb filters
output. Therefore the additional phase detection stage is not necessary.

The original implementation [81] operated in the time domain. It splits the signal into
six bands, and each band is passed through a bank of tuned resonators. The output of
the resonators are combined to get the final tempo.

Klapuri enhanced this algorithm substantially by processing the signal not in its tem-
poral, but rather in a time-frequency representation [60]. Like the original version, it
splits the signal into multiple bands, but uses a much larger number of bands (36), so
that harmonic changes can be detected too. Since it is not meaningful to predict the
periodicity on each of these sub bands, they are recombined to four accent bands by
summing their power differences across frequency ranges and transforming them to a
logarithmic power scale, before analysing the periodicity. By adding a Bayesian proba-
bilistic model, this algorithm is further able to estimate not only the tactus (beat), but
also the tatum (the smallest temporal unit [84]), and the measure of the song. This
algorithm won the MIREX 2004 tempo induction contest.

Schuller et. al. describe an algorithm, which is basically the same as the original imple-
mentation, but with a few modifications [83]. It extends the search range for the comb
filter bank to include higher metrical levels as well. The extracted low level features are
used to detect higher level features, such as meter and dance style, by a support vector
machine (SVM). Based on this additional dance style information, the relevant tempo
range can be in turn constrained further, resulting in a much better tempo prediction.

12
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It clearly outperforms the before mentioned winner of the MIREX 2004 tempo induction
contest on the Ballroom data set.

In [17], a two state model, which gets the beat periodicity and timing information
of an onset detection function by applying adaptively weighted comb filter banks, is
described.

1.2.4 Multiple agent based methods

Goto introduced the multiple agent architecture approach to beat tracking of music
with [37] or without drum sounds [38]. It combines heuristic and correlation techniques
to build beat hypotheses, which are then considered by multiple agents. Those agents
choose the winning hypothesis and the final beat phase and tempo is determined. By
not only including onsets and beat patterns, but also chord changes this system was
further refined in [39, 36].

The idea of multiple agents, following different beat hypotheses, can be used in con-
junction with other techniques as well. In [80], a multi-agent algorithm for beat and
tempo analysis is proposed, which tries to combine the onset information with note ac-
centuations to improve over the purely onset based multi-agent algorithms. The method
described in [20] uses an onset detection function to build up clusters of inter onset
intervals to find likely tempi and phase hypotheses, for which agents are created and
destroyed over time.

1.2.5 Other methods

Besides the before mentioned algorithms, a lot of other methods have been proposed by
different authors. In [3], a system for tempo estimation based on a harmonic and noise
decomposition of the audio signal is introduced. Also adaptive learning techniques are
incorporated to beat and tempo analysis [35].

A periodicity estimation algorithm based on combined temporal and spectral repre-
sentations of the musical signal is proposed in [78], and in [85], wavetable oscillators for
beat tracking.

Onsets are often used as a helper function for the determination of beats. They can be
combined with a maximum likelihood estimator for locating beat positions [63]. Another
system that uses onsets as a helper signal and then uses a particle filtering algorithm
to associate these events to beats and extract a tempo, is described in [51]. If the
beat spectrum [34, 33], which characterises the rhythmic structure of a musical piece, is
combined with an onset detection function it could not only be used for tempo estimation,
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but also for beat tracking. In [54], a self-adjusting beat detection and prediction system
based on a recurrent timing network which takes an onsets stream as input is described.
It achieves very mixed results, ranging from only 46% to 100% depending on different
kinds of music material.

Most algorithms use signal features of the uncompressed signal, but there also exist
models which base their tempo inductions algorithms on features already present in
symbolic music representations such as MIDI [96], or compressed MP3 music files [101,
15].
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Artificial Neural Networks

Artificial neural networks show good results in a wide range of areas, from pitch [66]
and key detection [94], head and stem recognition of notes [75], to complete music
transcription [70]. Some of the best result ever reported for onset detection are based
on a neural network approach [61, 62].

The basic structure of an artificial neural network (ANN) is a network of nodes which
are connected with weighted connections. Their counterparts in the biological world are
neurons and the synapses of a certain strength between them. The input provided at
the input nodes activates the network, and this activation then spreads throughout the
whole network along the weighted connections. The activations of the output nodes can
be used for different tasks, such as classification of the inputs.

A lot of different neural network types and technologies have been proposed ever
since their first appearance in the early 1940s. This chapter gives a short overview and
introduction to the subject.

2.1 Neural network types

This section describes the most basic neural network types and categorises them. What-
ever network type is chosen, the basic structure and workflow is the same.

The input nodes provide their activations to all connected nodes. These nodes are
usually modelled as simple summarisers, which calculate a weighted sum of all input
values of the units connected to them. An activation function is then applied to this
sum, yielding the final activation of the unit. As activation functions a simple linear or
threshold function can be used. More commonly, however, are two nonlinear functions,
the hyperbolic tangent (output values between -1 and 1) or the logistic sigmoid (output
values between 0 and 1). Both map an infinite input value range to a defined finite
output range.
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Depending on the task of the network, the number of used output units and their
activation functions have to be chosen accordingly. E.g., for binary classification a single
output unit with the logistic sigmoid activation function is used. If more than two classes
are needed, usually one output unit for each class is used, and a soft-max function is
used to obtain the class probabilities.

2.1.1 Feed forward neural networks

Neural networks, whose connections between nodes are directed forward only from the
input nodes to the output nodes, are called feed forward neural networks (FNN). The
most common form of a FNN is the multilayer perceptron (MLP) [79]. It consists of
a minimum of three layers, one input layer, one or more hidden layers, and an output
layer, as shown in figure 2.1(a). The connections feed forward from one layer to the
next without any cycles. Contrary to the standard linear perceptron, the hidden units
of MLPs have nonlinear activation functions, typically the hyperbolic tangent or the
logistic sigmoid. FNNs are causal systems, because the output values solely depend on
the input values. This type of network is suitable for pattern classification. Using as
many output nodes as there are classes, MLPs with logistic sigmoid units are widely
used as classifiers, by simply choosing the output with the highest activation.

2.1.2 Recurrent neural networks

Networks, whose connections between nodes form cycles, are called recurrent neural
networks (RNN). The easiest form of a RNN is the one shown in figure 2.1(b), where
only the hidden layer is connected to itself. A lot of different approaches of how these
cycles in RNNs can be built, were proposed. Since the basic concepts are the same for
all RNNs, they are not described further.

The biggest difference between FNNs and RNNs is that a RNN can theoretically map
from the entire history of previous inputs to an output. The recurrent connections form
a kind of memory, which allows input values to persist in the hidden layer of the network
and therefore influence the network’s output at a later time.

If not only the past, but also the future context of the input is necessary to determine
the output (as in many real world examples like letter classification), there are different
strategies to circumvent this shortcoming. One is to add a fixed time window to the
input, and thus have access to information both in the past and the future. Another
solution is to add a delay between the input values and the output targets. Both measures
have their downsides. First, the size of the input layer is increased reasonably, and
second, the input values and output targets are displaced.
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(a) Feed forward neural network (b) Recurrent neural network

Figure 2.1: Feed forward and recurrent neural networks

2.1.3 Bidirectional recurrent neural networks

Bidirectional recurrent networks (BRNN) offer a more elegant solution to the problem,
as they not only provide access to past input values, but also to future inputs. Two
separate hidden layers are used instead of one, both connected to the same input and
output layers (see figure 2.2). Inputs values and the corresponding output targets are
presented to those hidden layers in a forward and a backward state. Therefore, the
complete network always has access to the complete past and the future context in a
symmetrical way, without bloating the input layer size or displacing the input values
and the corresponding output targets.

Besides the mentioned advantages, BRNNs have a major drawback, too. They violate
causality. For certain tasks, such as financial prediction, this is not feasible. But for a
lot of common problems, causality is not mandatory. If the inputs are spatial and not
temporal this is obvious (and can bee seen in the dominance of BRNNs for bioinformatic
tasks such as protein structure prediction). Also, if the input is of temporal type, but
the output is not needed instantaneously, BRNNs can be applied successfully. A lot of
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(a) RNN (b) Bidirectional RNN

Figure 2.2: Standard and bidirectional recurrent neural networks

speech or handwriting recognition tasks fall into this category. Even for real-time tasks
BRNNSs can be used, as long as the input can be split into chunks and it is acceptable
to wait for the result until the end of each part.

2.2 Long Short-Term Memory

Although (bidirectional) recurrent neural networks have access to past (and future)
information, the range of context is limited. The problem lays in the fact that the
influence of an input value decays or blows up exponentially over time (depending on
whether the weights are greater or lesser than 1), as it cycles through the network with
its recurrent connections. This problem is called the vanishing gradient problem, and
limits the range of contextual information accessible by RNNs to as few as ten time steps
between the relevant input and the corresponding output events.

Hochreiter et. alintroduced a novel and efficient gradient-based method called “Long
Short-Term Memory” (LSTM) to overcome this deficiency [55] . In the LSTM terminol-
ogy, a unit of recurrently connected subnets is called a memory block. Figure 2.3 shows
such a LSTM memory block. Each block contains one or more self connected linear
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memory cells (orange), three multiplicative units (violet), and three gates (green).

Forget
Gate

Output

Figure 2.3: Long Short-Term Memory block with one memory cell

The internal state of the cell is maintained with a recurrent connection with a fixed
weight of 1.0. In the analogy of computer memory cells, the three input, output, and
forget gates correspond to write, read, and reset operations. The gates allow a LSTM
memory cell to store and access informations over long time periods. New input values
are stored in the cell only if the input gate opens (i.e. has a value close to 1). Stored
values are accessible by the network if the output gate opens, and as long as the forget
gate is open, the internal state is kept.

We speak of a bidirectional Long Short-Term Memory (BLSTM) network, if the non-
linear units in the hidden layer of a bidirectional recurrent neural network are replaced by
LSTM memory blocks. A more detailed description of the LSTM architecture, including
the forward and backward passes needed for training, can be found in [45].
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2.3 Network training

In general, three main techniques exist for machine learning. Supervised learning pro-
vides the classifier to be trained with pairs of input and target values. These pairs are
named (,t), with ¢ being an element of the input space I and ¢ being an element of the
target space T. The other two main training methods are reinforced learning, where a
positive or negative reward is provided to the classifier for training, and unsupervised
learning, where no task specific training data is available, and the algorithm has to unveil
the data’s structure by inspection. In this thesis only supervised learning is used.

The aim of supervised learning is to find a function to map the input values as close
as possible to the targets. The output of that function can be either of continuos values
(regression) or one of several class labels (classification). During evaluation, the results
for classification were always better than the ones achieved with regression. Since all
targets (onsets and beats) can be mapped to classes, only the classification task is used.

To determine how successful the input values are approximated to the target values,
the distance of these two values is used as the error, called the cross-entropy error.
This error is then tried to be minimised with error backpropagation, using the gradient
descent learning algorithm. A prerequisite for this learning algorithm is that all used
activation functions in the units are differentiable. The learning procedure is divided
into these steps:

Weight initialisation: all weights of the neural network are initialised with small random
values. A Gaussian distribution with a mean of 0 and a standard deviation of 0.1
is used.

Forward pass: with the actual weights of the network and the current input values, the
errors at the output node(s) of the network are calculated.

Backward pass: during this pass, all weights of the network are updated, so that the
errors at the output nodes become smaller.

The forward and backward passes are repeated as long as the stopping criterion is not
satisfied. Possible criterions are a maximum overall error or a fixed number of epochs
used for training.

For supervised learning, the complete set S of input-target pairs (i,t), is split into
two disjoint sets. The training set Sirqin is used for training, while the test set Siest
is used solely to test the performance of the trained neural network on basis of data,
previously unknown to the net. The ability of a network to transfer its performance
from the training set to the test set is called generalisation. To achieve a high level of
generalisation, different methods exist, with one of the simplest being early stopping.
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Early stopping

For early stopping, which is used in this thesis, a third disjoint set, the validation set
Syal is needed. This set is used to evaluate the performance of the neural network, and
decides when to stop training in order to prevent over-fitting to the training data (see
figure 2.4). This evaluation is usually performed at the end of each training epoch after
calculating the errors for the validation set. At the beginning of the training, the errors
for all data sets decrease. After an indefinite number of epochs however, the error for
the validation and test sets begin to raise again, as the network adapts more and more
to the training set. The network with the smallest cross-entropy error for the validation
set is chosen as the winning network. This point does not necessarily coincide with the
optimal point for the test set (which is located at epoch number 50 in figure 2.4), but
should be close to it in most cases.

250

200} \\

s

500

Cross Entropy Error

10 20 30 40 50 60 70 80 90
Time [epochs]

Figure 2.4: Learning curves with cross-entropy errors for the training set (green), validation set
(red), and test set (blue). First, the errors decrease for all sets, before it increases
again for the validation and test set. Marked with a vertical dashed line is the
best validation network, determined by early stopping. The learning curves were
recorded during the training of an onset detector.

Early stopping is a very reliable method to improve generalisation, but is has some
drawbacks too. One being the fact that part of the set has to be used for validation, and
is therefore not available for training. Another problem is that the chosen validation set
might not be a good predictor for the later achievable performance of the test set.
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Input representation

As with all machine learning tasks, choosing a suitable input representation is crucial
for good performance. The input data therefore has to be both complete and reasonably
compact [45]. Although neural networks are relatively forgiving the wrong choice of
input representation (e.g.can sort out irrelevant information), high dimensional input
vectors are undesirable. They lead to an unnecessary high number of input weights and
hence the networks suffers bad performance and long training times.

A lot of evaluations have therefore been performed to determine a good input repre-
sentation for the detection of onsets and beats. They are described in more detail in
sections 5.1.1 and 5.2.1. The impact on the achievable performance is quite remarkable,
it is around 5-10% absolute.
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The proposed approach is based on a BLSTM network. Compared to other neural
network methods, the exceptional performance of BLSTM networks for phoneme clas-
sification [49], unsegmented sequence data labelling [46], and handwriting recognition
[47, 48] seems to make these networks predestined for the use in music information
retrieval tasks as well.

The new approach is completely data driven. It does not include any higher level
knowledge (like rhythmic patterns) or constrains (like a certain time signature) of the
signal. It is therefore generally applicable to all investigated tasks, namely onset, beat,
and tempo detection.

This chapter describes the theoretical background of the implemented system, chap-
ter 5 details all performed evaluations and tests to determine all parameters. Finally, in
chapter 6, results are given for the new approach, comparing it to existing methods.

3.1 Onset detection

The implementation of the neural net based onset detector has a lot in common with the
signal feature based onset detection methods. The basic workflow is shown in figure 3.1.
As input, a raw PCM signal with a sampling rate f; = 44.1kHz is used. To reduce
the computational complexity, the stereo signal is converted into a monaural signal
by averaging both channels. This signal is fed through a signal processing stage before
entering the BLSTM network. The output of the neural network is then further processed
to obtain the final onsets. The following subsections describe each of these stages into
more detail.

23



Chapter 3 New approach
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Figure 3.1: Basic workflow of the new onset detection method

3.1.1 Signal processing

Since onsets events are often masked in the time domain by higher energy signals [64],
a common approach is to use the frequency domain instead [36, 27, 2, 5|. It has proven
that this kind of processing outperforms direct temporal waveform processing.

The discrete input audio signal z(n) of length L is therefore segmented into frames
of N samples length. A finite windowing function w(l) with a size of N samples is
applied to each frame before analysing the signal. In [30], different windowing functions
(i.e. half-wave sine and Hamming windows) were investigated, but it was concluded that
the role of the window function is of less importance. Thus a standard Hamming window
function w(l) with a value of & = 0.46 is used.

w(l) = (1 - @) —a-cos <2N”l> (3.1)

Depending on the chosen frame rate f; (a value of 100fps is used throughout this
thesis), these windows are fs/f; samples apart (called the hop size h) and overlap each
other with a factor of (N — h)/N. The short-time Fourier transform (STFT) X (n, k) is

computed as:

X(nk)= > w(l)-z(l+nh) e N (3.2)

where x(n) denotes the signal, w(l) the analysis window, h the hop size or time shift
in samples between adjacent frames, n the frame index number, and k the frequency
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bin number. In the ongoing, the phase information of the STFT is omitted and only
the magnitude values are taken. This has the advantage that only real values instead
of complex ones need to be handled. The spectrogram S(n, k) is given by the squared
magnitude of the STFT of the function:

S(n, k) = | X (n, k)* (3.3)

The own evaluation and other works [58] have shown that spectrograms with a better
frequency resolution help to detect soft onsets. Since the spectrogram is used as the
input for the neural network (and the spectrogram size increases linearly with the used
window length), the drawback of incrementing the window size is a higher computational
complexity. To reduce the size of the spectrogram, a conversion to the Mel frequency
scale is performed. The Mel scale is a perceptual scale of the pitch of a tone and has a
linear frequency response below 1127 Hz and a logarithmic scale above this frequency.

The Mel spectrogram is the matrix product of the spectrogram and the Mel filter bank
F(m, k) (for its computation, please refer to appendix A). During evaluation the use of
m = 40 filters for onset detection has proven well to reduce the size of the spectrograms
without a noticeable loss of performance. The Mel filter bank covers almost the complete
human frequency range of 20 Hz to 16.0 kHz. To better represent the human perception
of loudness, the Mel spectrogram M (n,m) is given with logarithmic magnitudes:

M (n,m) =log (S(n, k) - F(m, k)T + 1.0) (3.4)

Additionally the first order differential D(n,m) of the logarithmic Mel spectrograms

is computed. It indicates a raise or reduction of the energy for each frequency bin at a
frame relative to its predecessor.

D(n,m) = M(n,m) — M(n—1,m) (3.5)

Motivated by the procedure taken to compute the Spectral Flux (section 1.1.1), which

is one of the best performing onset detection algorithms [5, 21], additionally the positive

first order difference Dt (n,m) is calculated by applying a half-wave rectifier function
H(x):

Dt (n,m) = H (D(n,m)) (3.6)
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(3.7)

Traditional signal feature based methods for onset detection feed these signal infor-
mations through the reduction functions described in chapter 1. In contrast, the new
method feeds the information into the neural network.

3.1.2 Neural Network

The neural network used is a bidirectional recurrent network with three hidden layers
and 20 Long Short-Term Memory units each. Evaluation (section 5.1.1) has shown that
using two spectrograms with window lengths of 23.22 and 46.44 ms (STFT window sizes
of N = 1024 and N = 2048 with the used sampling rate fs = 44.1kHz and frame
rate fr = 100fps) and their positive first oder differences gives the best result for onset
detection. In the ongoing the window size is used as an index, naming the spectrograms
Mos, Myg, D2+3, and Dj{ﬁ respectively. This data is used to construct the input vector ¢
for the neural network, containing all the values of the above mentioned spectrograms
for each frame n.

Usually, an improved performance can be observed by normalising the input values to
have a mean of 0 and a standard deviation of 1 [65]. This normalisation doesn’t change
the input information by itself, but puts the values into a range more suitable for the
activation functions used in neural networks. However, no performance gain could be
achieved by this measure with the used input representations, therefore no normalisation
step is performed.

Depending on the task, whether the network should be trained or tested, the target
data (the onsets) has to be presented to the network as well. For training, the targets
are therefore associated with one of the two possible classes, o and o (onsets and not
onsets). The resulting target vector ¢ has the same number of instances as the input
vector i. The process of training is described into more detail in section 2.3. If an
already trained network should be tested with previously unknown data, it is necessary
to further process the output of the neural network, as described in the following section.

3.1.3 Peak detection

For onset detection the standard method for determining the class affiliation by choosing
the output node with the highest activation value is not feasible, since a lot of onsets
have activation values below this threshold (0.5 in case of the two used classes). Hence

26



Chapter 3 New approach

the activation function a,(n) of the target class o is used for onset detection, but it
needs to be processed further. The peak detection is straight forward and divided into
the simple steps of thresholding, peak combining, and peak picking.

Thresholding

In traditional signal feature based onset detection methods, the detection function is
always correlated with the signal, and therefore exhibits drastic changes in magnitude.
This effect cannot be spotted with the new approach. In a sense, the neural network
stage acts as a decoupler. The main advantage is that the activation values do not
depend on the loudness of the signal. The actual activation value can be seen more as
a level of certainty, whether an onset is present or not. Therefore a fixed (per song)
threshold 6, is used instead of an adopting one, and is calculated as:

0> = )\, -median{a,(0),...,a,(L)} (3.8)
0, = min(max(0.1,6;),0.3)

with a,(n) being the output activation function of the neural network for the onset class
0, X\, a factor determined experimentally on the validation set used for early stopping
during the training of the neural network, and L the length of the audio signal. The
A} yielding the best F-measure (for the used measures for evaluation and testing, please
refer to section 4.5) is chosen. This threshold is then adjusted, to be within certain
upper and lower bounds, which evolved during the evaluation process. The resulting
onset function o,(n) containing only activation values a,(n) within this range and above
the calculated threshold 6, is given by:

(3.10)

otherwise

~ Jao(n) for ao,(n) > 6,
0o(n) = {O

Peak combining

The onset function has a very high precision in case of suitable input data. Certain tasks,
such as music transcription, require highly accurate onsets, whereas in other situations
such a high precision is not needed or wanted, e.g. when onsets should be marked as they
would be perceived by a human listener.
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Research has shown that two onsets are heard synchronous up to a difference of 30 ms
in the case of two tones and up to 70ms if more tones are involved [53]. Asynchronies
in the range of 30-50 ms are common in ensemble performances [95]. Hence peaks can
be combined before the final peak picking step.

Depending on the used frame rate f; and the chosen combination width ¢, (in ms),
the onset function o,(n) is convolved with a rectangular window r of appropriate size:

Oz,comb(n) = Oo(n) *T <f{0060w> (311>

Before proceeding with peak picking, only the centroids of the resulting combined
peak clusters greater than 0 are used:

iize O:; comb(c)
s 5 f * > O
Oo.comb(1) = ne—ns or 007c?mb(”c) = (3.12)
0 otherwise

with n. being the centre frames of the peak clusters, determined by the start (ns) and
end (n.) frame calculated as:

ns = n if 0, comp(n — 1) = 0 and 0g .pmp(n) >0 (3.13)

Ne = n if 0, comp() > 0 and 0}, .ppp(n+1) =0 (3.14)
e c-of c

ne = c=ng o,comb( ) (315)

Zgizz Oz,comb (C)

Peak picking

Locating the local maxima in the (combined) onset function is the task of the peak
picking step. An peak is considered an onset, if the following condition is met:

(3.16)

o(n) = {1 for 0p(n — 1) < 0o(n) > 0p(n+1)

0 otherwise

If the peaks were combined in the previous step, the onset function o,(n) in equa-
tion 3.16 needs to be replaced by the combined onset function 0, comp(n).
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3.2 Beat detection

The beat detection workflow is almost identical to the one used for onset detection, and
is shown in figure 3.2. It consists of the same stages, which are slightly modified. These
modifications are outlined in the following subsections.

.
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Figure 3.2: Basic workflow of the new beat detection method

3.2.1 Signal processing

The main difference in the signal processing stage is that the Mel filter bank only has
20 banks instead of 40. Another modification was made at the positive first order
difference calculation step. A more sophisticated mechanism is used for beat detection.
First the median average over a certain window of the spectrogram is taken, and then
the first order difference is calculated against this moving average. The median average
spectrogram M"™(n,m) can be obtained according to:

M™(n,m) = median{M (n — I,m),...,M(n,m)} (3.17)

with [ being the length for the median average window. This length depends on the used
window size N for the short time Fourier transform, and calculated as: [ = N/100. The
first order median difference D™ (n,m) and its positive version D™ (n, m) are calculated
according to these equations:
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D™(n,m) = M(n,m)— M"(n,m) (3.18)
Dt"(n,m) = H(D™(n,m)) (3.19)

with H(x) being the known half-wave rectifier function already given in equation 3.7.

3.2.2 Neural Network

The network layout is very similar to the one used for onset detection, consisting again
of a bidirectional recurrent network with three hidden layers, but in this case with 25
LSTM units each. Beat detection benefits from the use of longer analysis windows for
the STFT. Therefore as inputs, a third spectrogram with a window length of 92.88 ms
(N = 4096 frames) is used in addition to the two used for onset detection with window
lengths of 23.22 and 46.44ms. As mentioned in the previous paragraph, the positive
median first order difference spectrograms are used instead of their simpler equivalents
used for onset detection. The resulting input vector consists of the spectrograms Mas,
Mys, and My, as well as the positive median differences D;gm, DIGm, and Dg‘zm for all
frames n. The target vector ¢ is built exactly the same way, using the two classes b and

b (beats and not beats).

3.2.3 Peak detection

For the detection of the beats, the activation function a(n) of the unit corresponding to
the beat class is used. The processing is performed almost identical to the one of onset
detector, with a few minor tweaks outlined in the following.

Thresholding

Since the amount of beats in an audio signals is only a fraction of the onsets, the
activation function returned by the neural network differs a bit. The main difference
lays in the flatness of the activation function. As a consequence, the median average in
the thresholding function 6, (equation 3.8) is replaced with the mean average, resulting
in the threshold 6, for the beats:

0; = Xp-mean{ap(0),...,a,(L)} (3.20)
0, = min(max(0.1,6;),0.4) (3.21)

30



Chapter 3 New approach

with ap(n) being the output activation function of the neural network for the beat class
b, \p a factor determined experimentally on the validation set used for early stopping
during the training of the neural network, and L the length of the audio signal. The
Ap, yielding the best F-measure is chosen. This threshold is then adjusted, to be within
certain upper and lower bounds, which evolved during the evaluation process. The
resulting beat function by(n) containing only activation values ap(n) within this range
and above the calculated threshold 6, is given by:

by(n) =

{ab(n) for ay(n) > 6, (3.22)

0 otherwise

Peak combining

Since the distance between beats are always greater than the human temporal resolution
of sounds, a peak combining stage is not necessary for beat detection.

Peak picking

The peak picking stage is exactly the same as for onset detection, resulting in the con-
dition for the beat peak detection being:

(3.23)

1 for by(n—1) < by(n) > bp(n+1)
b(n) =
0 otherwise

3.3 Tempo induction

Based on the beat activation function ay(n), the tempo can be estimated. The tempo
induction method shown in figure 3.3 acts as a drop in replacement for the peak detection
stage in the beat detection setup (rightmost rectangle in figure 3.2).

It is structured similar to the peak detection stage of the beat detector. The activation
function is thresholded, then the periodicity is detected with the autocorrelation function
and finally the highest peak is picked.
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Beat
activation Autocorrelation Tempo
function

Figure 3.3: The tempo induction method with an autocorrelation stage as a replacement for
the peak detection stage for beat detection.

Thresholding

The output activations function ay(n) of the neural network is thresholded with a fixed
threshold 6; value before being processed further. The threshold is determined on basis
of the validation set, and is set so that the tempo detection performance gets maximised.
During evaluation a value of 8; = 0.075 showed the best results over a large range of
different music and sound examples. The resulting beat activation function for tempo
induction by (n) is given by:

bi(n) = max (ap(n), b;) (3.24)

with ap(n) being the output activation function of the neural network stage for the beat
class b.

Autocorrelation function

Similar to the autocorrelation based tempo induction algorithms (see section 1.2.1), the
most dominant interval lengths are used to determine the tempo. As basis for the ACF
the thresholded beat function b:(n) is used, with the resulting function A(7) given as:

A(r) = bi(n+7) - by(n) (3.25)

Considering a given tempo range of the audio signal from T},;,, t0 Tiuae given in bpm,
only values of A(7) corresponding to the range of T, t0 Timar (given in frames) are used
for the calculation. Since the music sightly varies in tempo, and beats are sometimes
early or late relative to the absolute position for the dominant tempo, the resulting
intervals between beats vary as well. Therefore a smoothing function s is applied to the
result of the autocorrelation function A(7). A standard hamming window (equation 3.1)
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with a size of 7, = 15 frames is used. The size of this window is not that important, as
long as it is wide enough to cover all possible interval fluctuations, and remains shorter
than the smallest delay 7,,;, used for the autocorrelation. This results in the smoothed
autocorrelation function A(7):

A*(1) = A(1) x s (1) (3.26)

Peak picking

The strongest detected tempo 1" corresponds to the highest peak in the smoothed auto-
correlation function A*(7) at the index 7%, and can be calculated as:

Ty = 15 (3.27)

7—*

with f; denoting the frame rate.
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Chapter 4

Data sets and performance measures

This chapter describes the data sets, which were used during the evaluation process and
on which the reported results are based. It further lists the measures used for onset,
beat, and tempo performance comparison.

4.1 ISMIR 2004 Ballroom set

The data set consists of 698 song excerpts of ballroom dance music with a length of
approximately 30 seconds each [57]. Every song has a ground truth tempo which is used
for the tempo detection results in the corresponding section. Since all detection methods
are purely data driven, other ground truth data (such as the given dance style and hence
the meter of the song) is not used for this purpose. The data set is abbreviated BRD
from now on. Figure 4.1(a) shows the tempo distribution of the set.

4.2 MTV set

This dataset consists of 200 songs, representing MTV Europe’s most wanted top ten of
the years 1981 to 2000. Each audio file is of full length and has a manually annotated
ground truth tempo. The set is a typical selection of popular music of different genres,
such as Pop, Hip Hop, Electronica, Rock, and Ballads. The data set is abbreviated MTV
from now on. Figure 4.1(b) shows the tempo distribution of the set.

4.3 Juan Pablo Bello set

In [5], Juan Pablo Bello! introduced a set consisting of 23 sound excerpts of different
lengths with onset ground truth data. It is divided into four categories: pitched per-

!Special thanks to Juan Pablo Bello for providing his data set to me!
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Figure 4.1: Tempo distribution of the BRD and MTV sets
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cussive (e.g.piano), pitched non-percussive (e.g. bowed strings), non-pitched percussive
(e.g. drums), and complex mix (e.g. pop or complex music). The set includes both mate-
rial generated by synthesisers based on MIDI files as well as audio recordings. The data
set is abbreviated JPB from now on, the sub sets PP, NPP, PNP and MIX respectively.

’ Data set H # files ‘ # orig ‘ # mod ‘ # comb ‘ min / max / mean length [s] ‘

PP 9 489 483 426 2.5 /60.0 / 10.5
NPP 6 212 222 217 1.4 /83 /43

PNP 1 93 96 93 13.1 /13.1 / 13.1
MIX 7 271 327 279 2.8 /15.1 /8.0

Table 4.1: Number of files and onsets in the JPB data sets, orig marking the original onset
annotations, mod the modified onsets, and comb the modified onsets with all onsets
within a window of 30 ms combined.

Table 4.1 lists some facts for the data sets. Since all onset annotations were modified
during the evaluation process, different numbers of onsets are given. The column marked
orig corresponds to the original annotations, which are used to compare the onset de-
tection performance of the new approach to some published results. The mod column
lists the number of onsets for the modified annotations, and comb the modified onsets
with all onsets within the combination window c¢,, = 30 ms combined to one onset.

To achieve good performance results with the described new neural network approach,
highly accurate ground truth data is needed. Thus, all onset annotations other than the
MIDI generated ones were modified /corrected for training purpose. Most modifications
are a result of matching the annotation style of the manually annotated files as close as
possible to the MIDI generated ones. Another large part of the performed modification
were due to splitting combined onsets into individual ones. As a consequence, the number
of onsets increased considerably in some cases.

The modifications are most visible for the MIX data set. Splitting combined onsets
into individual ones and adding missing note changes are the reason for the massive
increase of onsets from 271 to 327 onsets. Especially with complex mixes as present
in this set, it is not always easy to distinguish individual onsets. So most annotators
combine them to a single one. Nonetheless this extra work was done and resulted in
56 extra onsets. Recombining them with a relatively small combination window of only
30ms (3 frames), the number is reduced to 279 onsets again and thus comparable to the
original set, as for all other sets as well.
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4.4 Training sets

The training of neural networks with supervised learning requires annotated ground
truth material. Therefore the following two sets, containing onset and beat annotations,
are introduced.

4.4.1 Onset set

For training of the neural nets the onsets of 110 audio samples were manually annotated.
87 ten seconds excerpts were taken from the BRD data set, the remaining 23 from
the already annotated JPB data set. Part of the annotation work was already done
by Alexandre Lacoste and Douglas Eck for training their neural net approach [61]2.
Nonetheless, as with the JPB data set, all markers were corrected and missing onsets
were added to match the annotation style of the other files and the precision of the MIDI
based files. The complete set consists of 6605 onsets. If onsets within a combination
window of 30 ms are unified, the number decreases to 5861.

4.4.2 Beat set

For the beat and tempo detection task, beat ground truth data is needed. Thus 91 out
of the before mentioned 110 audio samples were also beat annotated. The discrepancy
in the number is a result of the fact that some samples do not consist of music with a
beat, but are rather of synthetic type (e.g. bells), and could therefore not be annotated.
For the sake of simplicity, only the already onset annotated audio samples have been
marked with additional beat positions. The whole set consists of 2053 beats.

4.5 Performance measures

For evaluating the performance the following measurements are introduced. Precision-
rate (P), recall-rate (R), and F-measure (F) are calculated as follows:

C

P=orr 1)
C

R =i (42)
2PR

- P+R (4.3)

2The annotations can be downloaded at http://w3.ift.ulaval.ca/~allac88/dataset.tar.gz
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with C' being the number of correctly identified onsets or beats, F'™ the number of
false positives, and F'~ the number of false negatives. Those measures are used for the
evaluation of the onset and beat detection performance. The F-measure is a single value
that gives the overall performance of the best balance between the precision and recall
rates.

For printing receiver operating characteristic (ROC) curves, the percentages of true
positives (T'P) and false positives (F'P1) are needed and calculated as:

C
Ft

An onset is considered as correctly identified, if it lays within a certain detection
window around the annotated ground truth onset. If not stated otherwise, a detection
window of 50 ms is used for onset detection. It consists of the annotated frame of 10 ms
width plus two frames of 20 ms on each side of the onset. If compared to other results,
the same detection window as for the original results is used. For beats, the detection
window is widened to 70 ms.

For measuring the tempo induction performance, two accuracies are used. Accuracy 1
gives the percentage of songs with correctly identified tempo, while accuracy 2 also
includes the octave errors.

Accuracy 1 = Crnominal (4.6)
N
o Coctaves
Accuracy 2 = N (4.7)

with NV the total number of instances, Cpominai the number of instances with correctly
identified tempo, and Cyegves the number of correctly identified tempo, if also doubles,
halves, triples, and thirds of the ground truth tempo are included. A tempo is considered
as correct, if it deviates less than 4% from the annotated ground truth tempo, like in
[44].
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Evaluation

This chapter describes all performed tests and evaluations to get the final onset, beat,
and tempo detection system described in chapter 3. In addition, the used parameters
for the final tests and the results reported in chapter 6, were determined during this
process.

Throughout all evaluations, the frame rate was set to 100 frames per seconds. This
gives both a good resolution of 10 ms for one frame, and keeps the computational com-
plexity at a reasonable level. A smaller frame rate would be unacceptable with regard
to tempo induction. An increased frame rate of e.g. 200 fps would not only double all
calculations, it would also require the annotations being more accurate, but an accuracy
of 5ms for the annotations is almost impossible to achieve, thus sticking with 100 fps.

5.1 Onset detection

For the new onset detector, the input representation for the neural network, the type
and topology of the neural network, and the onset classifier had to be evaluated. This
process is covered in the following subsections.

5.1.1 Input representation

Finding a good input representation for an artificial neural network is the first step. As
expected, test runs with time domain representations of the signal didn’t show acceptable
results, hence only tests within the frequency domain are evaluated.

Linear spectrogram

Tests with the complete STF'T spectrogram with a standard window length of 23.22 ms
(1024 frames) gave promising results. Training neural networks with input vectors with
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such a high dimensionality takes a very long time. Whatever neural net topology is
chosen (see later in this section), the most connections result from connecting the inputs
to the first hidden layer. So the most effective solution to lower the needed training time
is to reduce the input vector size.

Mel spectrogram

A standard way of reducing the frequency domain representation of an audio signal
without affecting the performance [69] is to transform the data to the Mel scale. The
Mel scale is a perceptual scale of the pitch of a tone and has a linear frequency response
below 1127 Hz and a logarithmic scale above this frequency. Although the human ear
has a resolution of 24 critical bands [32], test showed that using higher number of bands
gave slightly better results.

Using 40 Mel bands gives a good compromise between acceptable training times for
the neural network and a performance still on par with the original STFT spectrogram.
An explanation for the observation that this transformation to the Mel scale works
without any major performance penalty, is that the computation of each Mel band
in the frequency domain is a simple weighted summation of the STFT spectrogram’s
frequency bins. Since each unit in a neural network acts as a simple summariser and
adds up all inputs with a certain weighting applied, this summation can be either done
by the neural network itself or as a preprocessing step with the input signals frequency
domain representation.

Logarithmic Mel spectrogram

The human ear does not only have a nonlinear perception of frequencies, but also a
nonlinear perception of loudness. Taking this into account by using the logarithmic
magnitudes instead of the linear ones tweaked the results considerably. The visualisation
of this measure is illustrated in figure 5.1. Especially the higher frequencies with much
lower magnitudes are more highlighted afterwards.

STFT window sizes

So far only one spectrogram with a window size of 23.22 ms was considered. Inspection
of the missed onsets showed that the system mostly failed at note changes. Visual
checks of the spectrogram revealed that some onsets are not clearly visible because of
the low frequency resolution with this STFT window length. This brought up the idea
of including a spectrogram with a better frequency resolution as well. Window lengths
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(b) Logarithmic Mel spectrogram

Figure 5.1: The linear Mel spectrogram and its logarithmic counterpart for a 4 seconds excerpt

from Basement Jaxx - Rendez-Vu. A STFT window of 23.22ms was used, onsets

are marked with dashed lines.
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of 46.44 and 92.88 ms (2048 and 4096 frames) were tested. Figure 5.2 shows how the
frequency resolution increases with bigger STFT window sizes, mostly visible in the
low frequency bands, where a change in tones occurs around frame numbers 220 and
330. On the contrary, the exact location of these changes can be better extracted from
the spectrograms with shorter STFT windows. Thus the potential of a shorter window
length of 11.61 ms (512 frames) to improve the precision of the onsets was investigated,
too.

Table 5.1 shows the performance of spectrograms with different window sizes and some
combinations thereof. It can be seen that the combination of different spectrograms
always had a positive effect.

Input H Precision ‘ Recall ‘ F-measure ‘ TP[%] ‘ FP[%)] ‘
Mo 0.837 0.829 0.833 82.9 16.3
Mos 0.856 0.855 0.856 85.5 14.4
Myg 0.846 0.845 0.846 84.5 15.4

Mo Mog 0.861 0.860 0.860 86.0 13.9
Mog Myg 0.881 0.878 0.880 87.8 11.9
Mo Mos Myg 0.885 0.885 0.885 88.5 11.5

Table 5.1: Onset detection performance of different input representations for a BLSTM network
with three hidden layers and 20 units each. Given are the precision, recall, and F-
measure rates as well as the percentage of true positives (TP) and false positives
(FP) for the validation set of a 8-fold cross validation run on the onset set.

First order differences

Well performing signal feature based onset detection methods often take the change or
rise in energy as a feature. Thus, in addition to the normal spectrogram the inclusion of
the first order difference and the positive first order differences were investigated as well.
Both additions had a positive effect, but the positive difference always performed better
than the normal first order difference, as shown in table 5.2. The table gives an overview
of the achieved performances when combining different STFT window sizes and positive
first order differences of the spectrograms. Although the inclusion of the spectrogram
with a window length of 11.61ms (512 frames) in addition to the 23.33 and 46.44 ms
(1024 and 2048 frames) spectrograms had a positive effect (last line of table 5.1), this
effect was levelled out when the positive differences of the spectrograms were included as
well. In order to keep the input vector size for the neural network as small as possible,
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Figure 5.2: Logarithmic Mel spectrograms with different STFT window sizes for a 4 seconds

excerpt from Basement Jaxz - Rendez- Vu.
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Figure 5.2: 2 Logarithmic Mel spectrograms with different STFT window sizes for a 4 seconds

excerpt from Basement Jazx - Rendez-Vau. (cont)
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only the spectrograms with an STFT window lengths of 23.33 and 46.44ms and their
positive first order differences were chosen.

Input H Precision ‘ Recall ‘ F-measure ‘ TP[%)] ‘ FP[%] ‘
Mo Maz Dig Dos 0.869 0.868 0.868 86.8 13.1
Mo Mys Df, Dy 0.880 0.877 0.878 87.7 12.0
Moz Mg Doz Dyg 0.887 0.886 0.886 88.6 11.3
Mo Mag D35 D 0.900 | 0.900 0.900 90.0 | 10.0
Mo Moz Mg Dig Doz Dyg 0.890 0.889 0.889 88.9 11.0
My Mo My Dy D3y D || 0.900 | 0.900 0.900 90.0 | 10.0

Table 5.2: Onset detection performance of different input representations for a BLSTM network
with two hidden layers and 20 units each. Given are the precision, recall, and F-
measure as well as the percentage of true positives (TP) and false positives (FP) for
the validation set of a 8-fold cross validation run on the onset set.

Figure 5.3 depicts the positive first order difference of the logarithmic Mel spectro-
gram and the underlaying spectrogram itself. Since the difference represents the onset
locations almost perfectly, an attempt to further reduce the size of the input vector by
only taking the positive first order difference and omitting the original spectrogram was
made. However, this gave inferior results. This suggests that not only the difference,
but also the actual amount of energy is important for onset detection.

Although the Mel transformation of the spectrograms gives a massive reduction of the
input vector size, the resulting input vector is still big if more window lengths and their
positive first order differences are used. Including the positive first order differences
doubles the input vector size and thus raises the training time of one epoch by a factor
of 1.75. But it also entails a reduction in the needed training epochs from 70 to 54 on
average. So the overall computation penalty is only a factor of 1.35.

5.1.2 Input normalisation

During evaluation, no performance gain could be achieved by normalising the used input
representations, therefore this step is skipped. This observation is consistent with the
fact that the inclusion of the positive first order difference gave better results than the
inclusion of the normal first order difference (which includes both positive and negative
values).
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Figure 5.3: Logarithmic Mel spectrogram and the positive first order difference of a 4 seconds
excerpt from Basement Jazr - Rendez-Vu.
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5.1.3 Network type

Having found a good working input representation for the neural network, the next step
is to explore a good working network type. Although research has shown that BLSTM
networks should perform best [49, 46, 47, 48], a cross check was performed to confirm
this assumption. Table 5.3 details the results and also lists the average number of epochs
needed for training.

It can be seen that bidirectional network types perform better than their unidirectional
counterparts. Since bidirectional networks have access to information before and after an
onset, they could detect the onsets more reliably. An additional performance gain could
be achieved by using Long Short-Term Memory units instead of conventional logistic
ones. Both gains are pretty small and are only of significance if both measures are
combined. The small advantage of the Long Short-Term Memory based type compared
to the standard recurrent neural network type suggests that the information needed
for onset detection is located in the direct neighbourhood of the onset itself, thus not
completely revealing the potential of Long Short-Term Memory units with their access
to temporal distant information.

Network type H Precision ‘ Recall ‘ F-measure ‘ TP[%] ‘ FP[%)] ‘ # epochs ‘

RNN 0.884 0.890 0.887 89.0 11.7 110
BRNN 0.886 0.892 0.889 89.2 11.5 100
LSTM 0.890 0.888 0.889 88.8 11.0 60

BLSTM 0.899 0.893 0.896 89.3 10.1 50

Table 5.3: Onset detection performance of different neural network types. All networks have
two hidden layers with 20 units each. Given are the precision, recall, and F-measure
as well as the percentage of true positives (TP) and false positives (FP), and the
number of required training epochs for the validation set of a 8-fold cross validation
run on the onset set.

5.1.4 Network topology

Although there exist a number of “rules of thumb” for choosing the right network size
and layout, none of them resulted in a good performing network. So the most basic
strategy of starting with only one hidden layer with a small number of units and then
increasing both parameters gradually was used to determine the best network topology.

Networks with only one hidden layer perform better the more hidden units are used.
However the performance saturates after a certain size is reached (upper section of
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table 5.4). Superior results can be achieved if more hidden layers are used. Networks with
two hidden layers perform considerably better than networks with only one hidden layer,
independently of the number of hidden units. The middle section of table 5.4 shows only
topologies with units equally distributed since these excel all topologies with unequally
distributed hidden units. Contrary to networks with a single hidden layer, increasing
the number of units does not lead to better performance automatically. Twenty units
per layer emerged as the best size for the two layer topology. Adding a third layer with
the same size gives slightly better results (but only the case of twenty units is given in
the last line of table 5.4), so this topology with three hidden layers with twenty units
each is used for all future onset detection tests.

Topology H Precision ‘ Recall ‘ F-measure ‘ TP[%)] ‘ FP[%] ‘
1 layer, 10 units 0.863 0.862 0.863 86.2 13.7
1 layer, 15 units 0.866 0.866 0.866 86.6 13.4
1 layer, 20 units 0.869 0.869 0.869 86.9 13.1
1 layer, 25 units 0.872 0.871 0.871 87.1 12.8
1 layer, 30 units 0.872 0.871 0.872 87.1 12.8

2 layers, 10 units each 0.886 0.885 0.886 88.5 11.4
2 layers, 15 units each 0.895 0.894 0.895 89.4 10.5
2 layers, 20 units each 0.896 0.896 0.896 89.6 10.4
2 layers, 25 units each 0.893 0.893 0.893 89.3 10.7
2 layers, 30 units each 0.889 0.888 0.888 88.8 11.1
3 layers, 20 units each 0.900 0.899 0.900 89.9 10.0

Table 5.4: Onset detection performance of different BLSTM topologies with varying numbers
of used hidden layers and units per hidden layer. Given are the precision, recall, and
F-measure as well as the percentage of true positives (TP) and false positives (FP)
for the validation set of a 8-fold cross validation run on the onset set.

5.1.5 Network training and testing

For training, the neural network needs the input information and the corresponding
target information. For the onset detection method the classification task is chosen.
Therefore the signal is processed to be present in the above mentioned representation
and the onset annotations are used as the target information. Each labelled onset is
mapped to the onset class o, and all other positions to the second non-onset class o.

All weights are initialised randomly with a mean of 0 and a standard deviation of 0.1.
As the learning algorithm, steepest descent with a momentum of 0.9 and a learn rate
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of 0.0001 is used throughout all evaluation tests. Whenever different network related
parameters are changed (e.g. network type or topology), the weights are initialised with
the same random seed, to guarantee the comparability of the results.

If parameters are to be determined on the basis of the validation set, a minimum of
ten complete training runs with randomised seed were performed. This is necessary to
level out the influence of the randomly chosen initial weights.

Network training is performed with the early stopping method, thus the complete
data set has to be split into three non overlapping sets, namely the training set, the
validation set, and the testing set. For network training, 8-fold cross validation is used.
The complete annotated set of 110 files was therefore randomly split into eight sub sets.
For each run, six sub sets were used for training and one for validating and one for
testing respectively. The use of each sub set was changed between different runs, so
after eight runs each sub set was used once for validating and testing the remaining
sets. All validation and test results for the files are then combined to get the complete
validation and test sets.

The standard classifier for neural networks works simply by choosing the output unit
with the highest activation as the winner and classifies the input accordingly. This
method is also used for training purposes when back propagating the error and adjusting
the weights. For the final classification into the two classes o and o, it is not usable as
it is, and thus a special classification algorithm needs to be used.

5.1.6 Onset classification

For the onset detection a classification method must be developed, which works with
the standard output activations produced by the neural network, but also detects the
onsets with activation values below the standard threshold of 0.5 (for the case of two
used classes). Figure 5.4 shows the output activation function of the onset class unit
(blue line) together with the onset targets marked as vertical green dotted lines.

A very simple approach of thresholding was chosen. A threshold is calculated for each
file, depending on the median average of the onset activation function. This threshold
can be seen in figure 5.4 as the horizontal blue dotted line. All local maxima above
this threshold are considered as onsets. An onset is identified correctly if it lays within
the detection window of 50 ms (the annotated frame of 10 ms width plus two frames of
20 ms on each side of the onset). For the final results, this detection window was set to
different values, depending on the size of the window that was used for the results which
the new approach is compared to.
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Figure 5.4: Output activation function for the onset class o of a BLSTM network with 3 hidden
layers with 20 units each (blue), ground truth onsets (green), correctly identified
onsets (green dots), missed or false onsets (red dots), and a fixed threshold 6, = 0.1
(blue dotted) for a 4 seconds excerpt from Basement Jazx - Rendez-Vu.

For the calculation of the threshold different approaches have been examined. The
method of a hard threshold, the mean and median averaging algorithms, and the stan-
dard deviation. They all showed similar performances, with a small advantage for the
averaging algorithms. The decision towards the median algorithm was made, because it
showed the best overall performance over all data sets. For all variants a multiplication
factor (A, in equation 3.8) was chosen such that the F-measure gets maximised. During
evaluation, a factor of 50 gave very good results for all kind of onset and music types.

One action all algorithms profited from, was the limitation of the threshold to a lower
and an upper bound. In a sense, a fixed threshold is noting more, than setting both
limits to the same value. During extensive tests, the best values emerged as 0.1 and 0.3
and are used in equation 3.9.

5.2 Beat detection

The beat detection process is almost the same as the one described for onset detection
in the previous section. Thus, this section is outlined very similar to the previous one.
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5.2.1 Input representation

As a starting point, the same input representation as for the onset detection was used.
Since it is always desirable to keep the input vector as small as possible, it was investi-
gated whether the number of Mel bands could be further reduced. It turned out that
for beat detection purposes twenty bands are enough.

First order differences

Identically to the onset detection, the inclusion of the positive first order difference
always had a positive effect. However, compared to the onset detection, the overall
achieved detection rates are lower. Visual inspection of the false negative beats and the
corresponding spectrograms revealed that especially in pitched non-percussive music,
beats often occur at the same time as long held tones. Thus alternative first order
difference calculation methods, which take longer ranges into account, were investigated.

First attempts with building a moving average over the last ten frames showed good
results for the STFT window size of 1024 frames. However, this effect was less visible
if longer STFT windows were used. Increasing the range over which the average was
built regained the performance boost for longer window sizes. Thus the average is
calculated over a range dependent on the window size used. The first order difference is
then calculated against this moving average. Table 5.5 lists the different used averaging
algorithms and the sizes over which the averages were built. A quite impressive additional
performance boost of three percent points can be achieved, if the median with a window
size equal to one hundredth of the STFT window size is used instead of the simple
positive first order difference. For the exact calculation, please refer to section 3.2.1.

Figure 5.5 shows the positive first order differences to the preceding frame (top) and
to the median over the last 0.41s (bottom) for the spectrogram with a STFT window of
4096 frames. A possible explanation that the median version performs that much better
might be that the median version not only considers a wider window, but also that this
measure minimises the displacement of the peak values from the actual beat positions.

STFT window sizes

Again, different sizes for the STFT window were analysed. Since the median difference,
which considers longer ranges, performed better than the simple first order difference,
a similar gain was expected when including longer STFT window sizes. Additionally
lengths of 11.61, 92.88 and 185.76 ms (512, 4096 and 8192 frames) were investigated.
The shortest window length of 11.61 ms performed worst, and always had a negative
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(b) Positive first order difference to the median of the last 0.41s (41 frames)

Figure 5.5: Visualisation of different first order difference representations of the logarithmic
Mel spectrogram for a 4 seconds excerpt from Basement Jazz - Rendez- Vu with a
STFT window size of 46.44 ms. Beats are marked with dashed lines.
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Input | Precision | Recall | F-measure | TP[%] | FP[%] |
N 0773 | 0.773 | 0773 | 773 | 227
A i smyy | 0799 | 0796 | 0.798 | 79.6 | 20.1
Al ontnon/i00 oty | 0800 | 0800 | 0.800 | 801 | 20.0
Ab ity | 0793 | 0793 | 0793 | 793 | 207
A tianinn/50mty | 0800 | 0801 | 0800 | 801 | 20.0
At tioninN/100.m_1y || 0810 | 0.807 | 0.800 | 80.7 | 19.0
A} it s0m s | 0794 | 0798 | 0796 | 798 | 208

Table 5.5: Beat detection performance of different input representations for a BLSTM network
with three hidden layers with 25 units each. As inputs the spectrograms with the
window sizes of 23.22 and 46.44 ms and different first order difference spectrograms
with the same window sizes are used. A ;| denotes the positive first oder difference

to the preceding frame, A}, the positive difference to the mean (A} . to the

median) average of the given range, with n being the frame index and N the used
STFT window size in frames. Given are the precision, recall, and F-measure as well
as the percentage of true positives (TP) and false positives (FP) for the validation
set of a 8-fold cross validation run on the beat set.

impact if combined with other window lengths. Mixtures of different sizes greater than
23.22ms gave better results than used alone. The combination of the three window
lengths 23.22, 46.44, and 92.88 ms performed best, better than all combinations of two
lengths. Given the fact that the positive median first order difference always gave the
best results, table 5.6 only shows results for different window lengths of the spectrograms
obtained with the inclusion of that first order difference.

Onset information

[41] made an evaluation of low level features for beat tracking and concluded that the
best feature sets are those including features that indicate onsets. [84] investigated the
relation of beats and onsets positions and observed that beats occur at onset positions
almost all of the time. Thus different forms of onset information were incorporated into
the input vector: the detected onsets, the raw onset activation values, and for comparison
the ground truth onset data. All methods degraded the performance, so this measure
was rolled back. A possible explanation is that the neural network gives these values too
much weight and therefore produces much more false positives. Table 5.7 shows that
this effect is more pronounced for less accurate onset information, ground truth onset
data degraded the performance lesser than the other additional informations.
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Input H Precision ‘ Recall ‘ F-measure ‘ TP[%] ‘ FP[%] ‘
My D" 0.749 | 0.749 0.749 749 | 25.1
Mas D" 0.792 | 0.789 0.790 789 | 20.8
My D" 0.804 | 0.804 0.804 80.4 | 19.6
My Dg3" 0.785 | 0.782 0.783 782 | 215
Misg Dige 0.784 | 0.778 0.781 778 | 21.6
Ms My D™ D3J" 0.774 | 0.772 0.773 77.2 | 22.6
Mas My D3™ D" 0.810 | 0.807 0.809 80.7 | 19.0
My Myos9 Dig™ D" 0.803 | 0.800 0.801 80.0 | 19.7
Myos9 Mise Dg3" Digy 0.790 | 0.793 0.791 79.3 | 21.0
Mg Mas Myg D™ D™ D™ 0.800 | 0.800 0.800 80.0 | 20.0
Mas My Moz D3™ D™ D" 0.815 | 0.815 0.815 81.5 | 18.5
Mus Moz Mige D" Dgs™ Dige || 0.811 | 0.811 0.811 81.1 | 18.9

Table 5.6: Beat detection performance of different input representations for a BLSTM network
with three hidden layers with 25 units each. Given are the precision, recall, and
F-measure as well as the percentage of true positives (TP) and false positives (FP)
for the validation set of a 8-fold cross validation run on the beat set.

’ Input H Precision ‘ Recall ‘ F-measure ‘ TP[%] ‘ FP[%] ‘
w/o onset information 0.815 0.815 0.815 81.5 18.5
with ground truth onsets 0.813 0.814 0.813 81.4 18.7
with detected onsets 0.801 0.799 0.800 79.9 19.9
with onset activations 0.792 0.791 0.792 79.1 20.8

Table 5.7: Beat detection performance with different types of onset information in addition to
the Mel spectrograms and positive median first order differences with window sizes
of 23.22, 46.44, and 92.88 ms for a BLSTM network with three hidden layers with 25
units each. Given are the precision, recall, and F-measure as well as the percentage
of true positives (TP) and false positives (FP) for the validation set of a 8-fold cross
validation run on the beat set.
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5.2.2 Input normalisation

Again, no performance gain could be achieved by normalising the used input represen-
tations. This was expected, because of the observations made for the onset detection
method (see section 5.1.2).

5.2.3 Network type

For onset detection, both the bidirectional recurrent network and the unidirectional Long
Short-Term Memory network perform better than the standard logistic unidirectional
one, but give only a negligible amount of extra performance. The combination of Long
Short-Term Memory units and the bidirectional structure gives at least a measurable
performance boost.

For beat detection, both the use of bidirectional networks and Long Short-Term Mem-
ory units improve the results measurably. If these two measures are combined, the
resulting bidirectional Long Short-Term Memory network reveals its real capabilities,
with a considerably better performance than all other network types (see table 5.8).
This suggests that the detection of beats depends much more on distant information in
both temporal directions than onsets. Also the needed epochs for training are reduced
by a much larger amount compared to onset detection.

Network type H Precision ‘ Recall ‘ F-measure ‘ TP[%] ‘ FP[%)] ‘ # epochs ‘

RNN 0.662 0.655 0.658 65.5 33.8 330
BRNN 0.700 0.705 0.703 70.5 30.0 300
LSTM 0.697 0.697 0.697 69.7 31.3 102

BLSTM 0.815 0.815 0.815 81.5 18.5 65

Table 5.8: Beat detection performance of different neural network types. All networks have
three hidden layers with 25 units each. Given are the precision, recall, and F-
measure as well as the percentage of true (TP) and false positives (FP), and the
number of required training epochs for the validation set of a 8-fold cross validation
run on the beat set.

5.2.4 Network topology
Once again the aforementioned strategy of starting with only one hidden layer with

a small number of units and then increasing both parameters gradually was used to
determine the best network topology.
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Interestingly, this time the behaviour of the networks seem more predictable, as adding
more layers improves the performance, and the optimal number of units per layer remains
the same, independent of the number of used layers. Again, if more layers are used,
the networks with evenly distributed units perform better than ones with unevenly
distributed units, thus table 5.9 only shows those topologies. The last line shows the
winning network, consisting of three layers with 25 LSTM units each.

Network topology H Precision ‘ Recall ‘ F-measure ‘ TP[%)] ‘ FP[%] ‘

1 layer, 10 units 0.771 0.770 0.770 77.0 22.9
1 layer, 15 units 0.783 0.783 0.783 78.3 21.7
1 layer, 20 units 0.788 0.787 0.788 78.7 21.2
1 layer, 25 units 0.790 0.790 0.790 79.0 21.0
1 layer, 30 units 0.777 0.777 0.777 7.7 22.3

2 layers, 10 units each 0.780 0.779 0.779 77.9 22.0
2 layers, 15 units each 0.789 0.789 0.789 78.9 21.1
2 layers, 20 units each 0.791 0.792 0.792 79.2 20.9
2 layers, 25 units each 0.793 0.794 0.793 79.4 20.0
2 layers, 30 units each 0.783 0.783 0.783 78.3 21.7
3 layers, 25 units each 0.815 0.815 0.815 81.5 18.5

Table 5.9: Beat detection performance of different topologies of BLSTM networks with varying
numbers of used hidden layers and units per hidden layer. Given are the precision,
recall, and F-measure as well as the percentage of true (TP) and false positives (FP)
for the validation set of a 8-fold cross validation run on the beat set.

5.2.5 Network training and testing

The network training and testing procedure is the same as for onset detection, and is
described in section 5.1.5. The only difference is that the 87 beat annotated files are
used instead of the 110 from the onset data set.

Since the beat set only contains 2053 annotated beats, the beat detection performance
depends largely on how the data set is split into the training, validation and test sets.
Figure 5.6 illustrates how the detection of beats can change if the set is split differently.
This behaviour was never experienced during onset training. As a side note, the images
also perfectly illustrate the often experienced case, where the double tempo is inducted
instead of the correct one.
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Figure 5.6: Different output activation functions (blue) for the beat class b of a BLSTM network
with 3 hidden layers with 25 units each, beat ground truth data (green), correctly
identified beats (green dots), false beats (red dots), and a fixed threshold 6, = 0.2
(blue dotted) for a 4 seconds excerpt from Basement Jaxz - Rendez- Vu with altered

partitioning of the beat set into training and validation sets.
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5.2.6 Beat classification

Since the general structure of the beat detector is almost the same as the one for onsets,
only little modifications to the classification algorithm described in section 5.1.6 were
made.

The amount of beats in an audio signal is only a fraction of the onsets, so the median
average of the beat activation function is closer to zero (see figure 5.6(a)) and thus not
usable for the calculation of the threshold. It is replaced with the mean average, which
gives more reliable results. The multiplication factor (), in equation 3.20) was chosen
such that the F-measure gets maximised. During evaluation, a factor of 8 gave very good
results for all kind of beats. Also the minimum and maximum thresholds are modified
and set to 0.1 and 0.4 respectively. A beat is considered as identified correctly if it is
detected within a window of 90 ms (the annotated frame of 10 ms width plus 4 frames
or 40 ms on each side of the beat).

The peak combining step is not needed for beat detection, since beats are always
located farther apart from each other. Theoretically, the neural network can detect
beats close together as well, but this was never observed during evaluation, thus this
step is omitted.

5.3 Tempo induction

As described in section 3.3, the tempo induction depends only on a few parameters
which must be determined. The first is the threshold 6; for the beat activation function.
Table 5.10 shows that it is advantageous to use a certain threshold for the beat activation
function returned by the neural net, before the autocorrelation function is used to detect
the dominant inter beat intervals.

It can be observed that higher thresholds 6; lead to degraded performance. This
complies with the results in [23, 44], where histogram based methods perform worse
than autocorrelation based methods. The higher the threshold is set, the more the ACF
method practically transforms into a histogram based method.

The second variable is the range of tempo which is considered for the autocorrelation
function. Different lower and upper bounds were inspected. The results shown in ta-
ble 5.11, reveal that a lower limit of 70 bpm and an upper limit of 225 bpm performed
best. This tempo range is exactly the maximum tempo range of the data set (the dis-
tribution is depicted in figure 4.1(a)) plus the four percent accuracy tolerance of the
performance measure.
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’ BRD [%] H Accuracy 1 | Accuracy 2

6:=0.00 72.6 94.3
6;=0.05 73.5 95.3
6,=0.75 75.2 95.1
0:=0.10 74.5 94.4
0:=0.15 73.5 94.1

Table 5.10: Tempo induction performance of different beat activation function thresholds for
the autocorrelation function of the tempo induction algorithm. As inputs for the
BLSTM network with three hidden layers with 25 units each, Mel spectrograms
and positive median first order differences with window sizes of 23.22, 46.44, and
92.88 ms are used. Given are the Accuracies 1 and 2 for the BRD set.

BRD [%] ‘ Accuracy 1 | Accuracy 2

60...210 bpm 67.4 92.7
65...210 bpm 72.8 93.7
70...210 bpm 73.6 95.0
75...210bpm 73.4 95.0
80...210 bpm 73.5 95.1
70...215bpm 75.5 94.7
70...220 bpm 75.5 94.7
70...225bpm 76.4 95.1
70...230 bpm 76.4 95.1

Table 5.11: Tempo induction performance of different tempo ranges for the autocorrelation
function with a threshold 8; = 0.075. As inputs for the BLSTM network with three
hidden layers with 25 units each, Mel spectrograms and positive median first order
differences with window sizes of 23.22, 46.44, and 92.88 ms are used. Given are the
Accuracies 1 and 2 for the BRD set.
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The new tempo induction method was not only tested against ballroom dance music
as present in the training set, but also with completely different music styles as present
in the MTV data set. Since the tempo distribution of the MTV set (figure 4.1(b)) is
different from the set used for training (most excerpts were taken from the BRD set),
it was investigated how the results change if these tempo bounds are adapted to the
range present in the MTV set. The upper limit is reduced down to 180 bpm and the
lower limit down to 50 bpm. Whatever is changed with regard to the original tempo
range, accuracy 2 decreases. Lowering the upper limit to the actual maximum tempo
of the MTV set raised the accuracy 1 considerably. Adjustment of the lower bound
down lowered the accuracy 1. From the numbers in table 5.12, it can be concluded that
the best results can be obtained when using the tempo range of the training set, and
constrain it whenever possible. Extending the range leads to degraded performance.

MTV [%] ‘ Accuracy 1 | Accuracy 2

70...225bpm 73.9 99.0
70....200 bpm 79.4 97.5
70...180 bpm 82.9 97.0
65...180 bpm 78.9 94.0
60...180 bpm 76.9 92.0
55...180 bpm 71.4 90.7
50...180 bpm 68.3 90.5

Table 5.12: Tempo induction performance of different tempo ranges for the autocorrelation
function with a threshold 6; = 0.075. As inputs for the BLSTM network with three
hidden layers with 25 units each, Mel spectrograms and positive median first order
differences with window sizes of 23.22, 46.44, and 92.88 ms are used. Given are the
Accuracies 1 and 2 for the MTV set.

5.4 Remarks

It must be noted that all steps of the evaluation process highly interact with each other
and depend on a lot of different parameters. It is therefore likely that changing one
parameter could improve the given results further. Since experimenting with neural
nets is often based on the trial and error method, one might take a semi optimal route
at a certain point without recognising. To fully analyse the effect of all variables, a lot
more evaluations must be performed. Since some of the training runs for neural networks
take days, it was impossible to run more evaluation tasks in the given time frame.
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Results

In this chapter the best results obtained during the evaluation and testing process are
compared to published results. Results are given separately for onsets, beats, and tempo
detection. All used parameters are determined on the basis of the validation sets, the
final results are given for the test sets and are obtained with exactly these parameters.
This is essential to get results completely independent from the training and evaluation
set.

Since the weights of the neural networks are initialised randomly, always ten complete
8-fold cross validation runs were performed. For determining the performance of the
data sets, the mean of all output activations is calculated before classification.

6.1 Onset detection

Tables 6.1 to 6.4 show the results for the JPB set (see section 4.3). In [5] and [21],
an onset is reported as correct, if it is recognised within a 100 ms window (£50ms)
around the annotated ground truth onset position. Since a resolution of 100 fps is used
throughout all test, an onset could only be identified on a frame basis (10 ms length),
which corresponds to an average error of 45 ms and a maximum error of 10 ms, depending
on whether the onset occurs on the beginning or end of the frame. Since this error is
always present, the detection window set to 9 frames, which leads to a maximum overall
error of 50 ms. This detection window is abbreviated wgg in the ongoing.

In [13], a smaller window of £25ms is used for non-pitched percussive sounds. To
show the precision of the neural network based approach, each table lists a second result
for a smaller window of 5 frames, denoted with wsg.

Each table in the following subsections list the results for the four categories of au-
dio examples, and shows the performance for different onset detection functions: high
frequency content (HFC), spectral difference (SD), spectral flux (SF), phase deviation
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(PD), weighted phase deviation (WPD), normalised weighted phase deviation (NWPD),
complex domain (CD), rectified complex domain (RCD), wavelet regularity modulus
(WRM), negative log.-likelihood (NLL), and the new bidirectional Long-Short Term
Memory recurrent neural network method (BLSTM). All conventional detection func-
tions are briefly described in section 1.1, the new approach in section 3.1.

The best F-measure results for the traditional algorithms are highlighted in bold, as
well as the ones for the new approach if they are better or on the same level.

6.1.1 PNP set

The PNP set has 93 onsets, but consists of only one audio file of string sounds. As a
consequence, the results in table 6.1 are not that significant as the others. They can
vary a lot, depending on the parameters used [21] or the underlaying sound material
[13]. Nonetheless, the new methods shows results on par with the best performing
algorithm (negative log.-likelihood), and is 1.5% better than the best spectrogram based
approach (spectral flux). Since it is really difficult to annotate soft onsets with a very
high accuracy, the result for the smaller detection window have to be seen with the
awareness of this fact.

6.1.2 PP set

The published results [5, 21] for the PP set are based on the original test set with 489
onsets. The set has been modified by its author since then and has 482 onsets now.
Thus, the BLSTM result in table 6.2 for the original annotations can be worse up to
1.4%. But even without this possible performance penalty, the new method is on par
with the best performing traditional algorithm (spectral flux). This is not surprising at
all, since it incorporates very similar signal features in its input signal representation as
the spectral flux method.

6.1.3 NPP set

Non-pitched percussive sounds are the domain of the high frequency content onset de-
tection method, since they contain a lot of noise in the higher frequencies. But this
information is also present for the neural network and it can be concluded that it adapts
quite well on this kind of sounds, too. Remarkable are the good results in table 6.3 for
the smaller detection window wsg, which demonstrate the high achievable precision of
the new approach.
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PNP H Precision ‘ Recall ‘ F-measure ‘ TP[%] ‘ FP[%)] ‘
HFC [5] 0.844 0.817 0.830 81.7 14.7
SD [5] 0.910 0.871 0.890 87.1 8.6
PD [5] 0.957 0.957 0.957 95.7 4.3
WRM [5] 0.905 | 0.925 | 0915 | 925 | 10.1
NLLI5] 0.968 0.968 0.968 96.8 3.2
SF [21] 0.938 0.968 0.952 96.8 6.5
PD [21] 0.654 0.935 0.770 93.5 49.5
WPD [21] 0.937 0.957 0.947 95.7 6.5
NWPD [21] 0.909 0.968 0.938 96.8 9.7
CD [21] 0.946 | 0.946 | 0946 | 946 | 54
RCD [21] 0.948 0.978 0.963 97.8 5.4
BLSTM (orig,wio0) | 0.968 | 0.968 | 0.968 | 968 | 3.2
BLSTM (comb,wigo) | 0.968 | 0.968 | 0.968 | 968 | 3.2
BLSTM (comb, wso) 0.939 0.939 0.939 93.9 6.1

Table 6.1: Onset detection results for the PNP set. The used onset annotations are marked
ortg and comb, the detection windows wypg and wsg. Given are the precision, recall,
and F-measure as well as the percentage of true positives (TP) and false positives
(FP) for the PNP test set of a 8-fold cross validation run on the onset set. Results
taken from other publications are marked accordingly.
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PP H Precision ‘ Recall ‘ F-measure ‘ TP[%)] ‘ FP[%] ‘

HFC [5] 0.947 0.941 0.944 94.1 5.4

SD [5] 0.983 0.949 0.966 94.9 1.6

PD [5] 0.996 0.955 0.975 95.5 0.3
WRM [5] 0.948 0.927 0.937 92.7 5.1
NLLI5] 0.968 0.924 0.945 92.4 3.1

SF [21] 0.981 0.988 0.984 98.8 1.8

PD [21] 0.482 0.865 0.619 86.5 93.0
WPD [21] 0.899 0.925 0.912 92.5 5.4
NWPD [21] 0.961 0.981 0.971 98.1 10.4
CD [21] 0.971 0.984 0.978 98.4 2.9

RCD [21] 0.983 0.979 0.981 97.9 1.6
BLSTM (orig, wi00) 0.987 0.987 0.987 98.7 1.3
BLSTM (mod, wi00) 0.992 0.992 0.992 99.2 0.8
BLSTM (mod, wso) 0.983 0.979 0.981 97.9 1.7
BLSTM (comb, w1gp) 0.986 0.993 0.989 99.3 1.4
BLSTM (comb, wsg) 0.974 0.986 0.980 98.6 2.6

Table 6.2: Onset detection results for the PP set. The used onset annotations are marked orig,
mod, and comb, the detection windows w199 and wsg. Given are the precision, recall,
and F-measure as well as the percentage of true positives (TP) and false positives
(FP) for the PP test set of a 8-fold cross validation run on the onset set. Results
taken from other publications are marked accordingly.
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NPP H Precision ‘ Recall ‘ F-measure ‘ TP[%)] ‘ FP[%] ‘
HFC [5] 1.000 0.967 0.983 96.7 0.0
SD [5] 0.935 0.816 0.871 81.6 5.5
PD [5] 0.934 0.807 0.866 80.7 5.5
WRM [5] 0.974 0.887 0.928 88.7 2.2
NLLI5] 0.980 0.929 0.954 92.9 1.7
SF [21] 0.959 0.975 0.967 97.5 4.2
PD [21] 0.750 0.933 0.831 93.3 31.1
WPD [21] 0.974 0.958 0.966 95.8 2.4
NWPD [21] 0.950 0.966 0.958 96.6 9.2
CD [21] 0.948 0.924 0.936 92.4 5.2
RCD [21] 0.944 0.983 0.963 98.3 5.7
BLSTM (orig, wi00) 0.991 0.995 0.993 99.5 0.9
BLSTM (mod,wio0) | 0.991 | 0.995 | 0.993 | 995 | 0.9
BLSTM (mod,wso) | 0.98 | 0.986 | 0.986 | 98.6 | 1.4
BLSTM (comb, w1gp) 0.991 0.995 0.993 99.5 0.9
BLSTM (comb, wsg) 0.986 0.986 0.986 98.6 1.4

Table 6.3: Onset detection results for the NPP set. The used onset annotations are marked
orig, mod, and comb, the detection windows wygg and wsg. Given are the precision,
recall, and F-measure as well as the percentage of true positives (TP) and false
positives (FP) for the NPP test set of a 8-fold cross validation run on the onset set.
Results taken from other publications are marked accordingly.
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6.1.4 MIX set

Although the results for the other sets were good as well, those for the MIX set in
table 6.4 demonstrate the exceptional performance of the new approach. The gain is
3.6% absolute and 4.1% relative. Here the real potential of the new approach becomes
apparent. Since details for the other detection methods are not available, it could only
suspected that those methods mostly miss the quiet and thus hard to detect onsets.
Since the new approach incorporates different representations of the input signal, it can
therefore reveal details which might be hidden if only one spectrogram or the first order
difference for a single STFT window length is used.

MIX H Precision ‘ Recall ‘ F-measure ‘ TP[%)] ‘ FP[%] ‘

HFC [5] 0.888 0.845 0.866 84.5 10.8

SD [5] 0.886 0.804 0.843 80.4 10.4

PD [5] 0.764 0.801 0.782 80.1 24.7
WRM [5] 0.768 0.819 0.793 81.9 24.7
NLLI5] 0.889 0.860 0.874 86.0 10.8

SF [21] 0.882 0.882 0.882 88.2 11.8

PD [21] 0.663 0.749 0.704 74.9 38.0
WPD [21] 0.843 0.830 0.836 83.0 15.5
NWPD [21] 0.916 | 0.845 | 0879 | 845 | 7.7
CD [21] 09041 | 0.819 | 0876 | 819 | 52

RCD [21] 0.945 0.819 0.877 81.9 4.8
BLSTM (orig,wi0) | 0.941 | 0.897 | 0.918 | 80.7 | 5.6
BLSTM (mod, wi00) 0.947 0.930 0.938 93.0 5.3
BLSTM (mod, wsg) 0.921 0.896 0.909 89.6 7.9
BLSTM (comb, wigo) 0.938 0.918 0.928 91.8 6.2
BLSTM (comb, wsp) 0.907 0.878 0.893 87.8 9.3

Table 6.4: Onset detection results for the MIX set. The used onset annotations are marked
orig, mod, and comb, the detection windows wygg and wsg. Given are the precision,
recall, and F-measure as well as the percentage of true positives (TP) and false
positives (FP) for the MIX test set of a 8-fold cross validation run on the onset set.
Results taken from other publications are marked accordingly.
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6.1.5 Onset set

All the above mentioned sets are relatively small, so the results for the complete onset set
are given in table 6.5. Since the vast amount of this set is complex music, the results are
very similar to the ones obtained with the MIX set. The complete annotations contain
6605 onsets, if all onsets within 30 ms are combined, the number of onsets is reduced to
5861. Again, the results are on a very high level, far ahead of the best reported results
so far.

Onset | Precision | Recall | F-measure | TP[%] | FP[%] |
BLSTM (mod, w100, Ag) 0.945 0.925 0.935 92.5 5.5
BLSTM (mod,wsg, Ag) 0.920 0.901 0.911 90.1 8.0
BLSTM (comb,wion, \g) | 0938 | 0.916 | 0927 | 916 | 6.2
BLSTM (comb, wsg, Ag) 0.911 0.890 0.900 89.0 8.9

Table 6.5: Onset detection results on the complete onsets test set. The modified onsets are
marked mod, and the combined onset comb. The used detection windows with sizes
of 100 and 50 ms are abbreviated wigp and wsg. Given are the precision, recall, and
F-measure as well as the percentage of true positives (TP) and false positives (FP)
for the test set of a 8-fold cross validation run on the onset set.

6.1.6 Discussion

The results for the given sets show clearly that the new onset detection method is state-
of-the art. It achieves the best performances reported so far, independently from the
type of music or onset.

One of the main advantages of the new approach is the simplified thresholding process.
This is due to the fact that the output of the neural network produces sharp peaks
without a broad noise floor. This can be seen in figure 6.1, which compares the new
BLSTM method to the Spectral Flux onset detection method.

The new method not only makes adaptive thresholds obsolete, it can be operated with
global thresholding settings as well. All results in table 6.1 to 6.4 are obtained with a
global threshold scaling factor A, = 50 instead of adjusted threshold parameters for each
set, as used in [5] and [21].

If the threshold scaling factor A was determined individually for each set (based on
the corresponding part of the validation set), the results deviated only up to a maximum
of 1% absolute, but most of the times less than 0.2%. Hence no additional results with
individual threshold scaling factors are given.
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Figure 6.1: Onset functions of different detection methods: the Spectral Flux method (red),
the BLSTM method (blue), ground truth onsets (green), correctly identified onsets
(green dots), missed or false onsets (red dots), and a fixed threshold 6, = 0.1 (blue
dotted) for a 4 seconds excerpt from Basement Jazx - Rendez-Vu.

There don’t exist any comparable precision, recall, or F-measure values for the com-
plete JPB set, but the ROC curve in figure 6.2 gives an estimation of how far the
performance of the new approach is ahead of all other methods tested in [5], if global
thresholding parameters are used.
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Figure 6.2: Performance comparison of onset detection algorithms on the JPB set. The new
BLSTM approach with wide (black) and small detection window (blue). Alternative
methods (values extracted from [5]): HFC (yellow), SD (red), PD (green), WRM
(cyan), and NLL (yellow).
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6.2 Beat detection

Table 6.6 shows the result for beat detection on the complete beat test set, consisting
of 2057 annotated beats. A wiso detection window of size 150ms (£75ms) is used to
distinguish whether beats are detected correctly or not. Due to the lack of a publicly
available test set, comparable results are missing completely.

| Beats || Precision | Recall | F-measure | TP[%] | FP[%] |
| BLSTM || 0813 [ 0.808 | 0.810 | 80.8 | 18.7 |

Table 6.6: Beat detection results on the complete beat test set. The detection window wisg
with a size of 150 ms is used. Given are the precision, recall, and F-measure rates as
well as the percentage of true (TP) and false positives (FP).

Nonetheless some conclusions can be drawn from the results of the the tempo induction
algorithm, since this is based completely on the detected beats. If other methods would
detect the beats as reliable as the new proposed method, tempo induction results in the
same range as those outlined in the next section could be expected. Since those do not
exist, it is conjectured that the new beat detection method works better than existing
ones on the used sets.

6.3 Tempo induction

Tempo induction performance is tested with two sets, the BRD and the MTV set. They
contain very different types of music, namely Ballroom dance music with a wide spread
tempo distribution, and Pop music with a more compact tempo distribution concentrated
around the range of 100-120 bpm.

6.3.1 BRD set

Table 6.7 shows the performance results of different tempo induction functions for the
BRD set. The first is the result of the winner of the tempo induction contest held
during ISMIR 2004 [44], Klapuri. Additionally three different methods published by
Schuller et. al. in [83] are given. One is without ballroom dance style recognition, another
incorporates the detected ballroom dance style, and the last the given ground-truth
ballroom dance style. As comparison two different results for the new neural network
based approach are given. The first represents the tempo detection performance of the
algorithm described in section 3.3, and the second shows the results if the ground truth
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ballroom dance style is included to constrain the searched tempo range (like gt BDS of
Schuller et. al.).

| BRD | Accuracy 1[%] | Accuracy 2[%] |
Klapuri [44] 63.2 91.0
Schuller et. al. (w/o BDS) [83] 69.8 88.8
Schuller et. al. (w BDS) [83] 86.9 93.0
Schuller et. al. (gt BDS) [83] 92.4 92.8
BLSTM 75.2 95.1
BLSTM (gt BDS) 92.8 94.4

Table 6.7: Results on BRD set. The used tempo range for the BLSTM method is 75bpm
to 220 bpm, with a threshold 6; = 0.075 for the ACF of the beat activation func-
tion. Given are the percentages of instances with correctly identified tempo without
(Accuracy 1), and with octave errors included (Accuracy 2).

It can be seen that the results obtained with the tempo induction method based on
the new neural network beat detector outperforms the existing methods by 5.4% in
accuracy 1 and 4.1% in accuracy 2. This is a remarkable performance boost. Even in
the case of the somewhat synthetic benchmark with ground truth ballroom dance style
included it outperforms the other methods, although the gain is much smaller.

6.3.2 MTV set

Although not trained with modern pop music, the new tempo induction method was also
tested with that kind of music present in the MTV set. Table 6.8 shows the achieved
results and compares them the one published in [30]. Depending on whether the tempo
range is adjusted, different conclusions can be drawn. First of all, the new approach
demonstrates adequate performance (with an exceptional Accuracy 2 of 99%) with com-
pletely unknown music, if the same tempo range as for training is used. If the tempo
range is constrained (but not extended) to the actual tempo present in the tested set,
previously unachieved Accuracy 1 values can be achieved. The gain is 8.9% absolute
and 12% relative.

6.3.3 Discussion

The results for both the BRD and MTV set show that the new approach boosts the
tempo induction performance considerably. Since the calculation of the tempo is solely
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MTV | Accuracy 1[%] | Accuracy 2[%] |
Eyben [30] 74.0 97.0
BLSTM (70.. . 225 bpm) 73.9 99.0
BLSTM (70. .. 180 bpm) 82.9 97.0

Table 6.8: Tempo detection results on MTV set with different tempo ranges. For the ACF
of the beat activation function, a threshold 8; = 0.075 was used. Given are the
percentages of instances with correctly identified tempo without (Accuracy 1), and
with octave errors included (Accuracy 2).

based on the detected beats, the same can be concluded for the beat detection. One of
the most obvious reasons can be seen in figure 6.3: the BLSTM approach can reliably
detect the beats (coinciding with the quarter notes), whereas spectral feature based
autocorrelation and comb filter methods often detect the eighth notes as well. The
ability to distinguish between regions with high spectral energy (refer to figures 5.2
and 5.5 for the spectrograms and positive differences of the underlaying audio signal) is
definitely one of the biggest advantages of the neural network based approach.
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Figure 6.3: Beat functions of different detection methods: spectral based method (red), the
BLSTM method (blue), ground truth beats (green), correctly identified beats (green
dots), and a fixed threshold 6, = 0.1 (blue dotted) for a 4 seconds excerpt from
Basement Jaxx - Rendez-Vu.
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Conclusion and QOutlook

7.1 Conclusion

This work introduced a new approach for onset and beat detection as well as tempo
induction. It shows performance on par with or better than all existing state-of-the-art
approaches. It is completely data driven and works solely on the given input signal,
without any higher level knowledge.

With the use of the neural network stage instead of traditional reduction functions,
the onset detector is capable of combining different techniques present in these reduction
functions to a perfectly working system. It achieves fantastic performance results inde-
pendently from the signal type, thus making the choice of a suitable onset detection for
a given sound obsolete. Furthermore it is capable of detecting onsets with an extremely
high temporal precision, which makes the new onset detector perfectly suitable for mu-
sic transcription tasks. An overall performance gain of 3.0% F-measure absolute (4.1%
relative) is observed for complex music mixes. The average improvement on the whole
JPB data set is 1.7% F-measure absolute. It is not necessary to change any parameters
to achieve these good results. This is an extremely important step towards a universally
deployable onset detector.

Although trained with a much lesser amount of annotated beats, the beat detector
shows exceptional results as well. Traditional beat detectors often work as a second stage
after the tempo induction, trying to estimate the phase of the detected tempo. They are
therefore limited to a more or less constant beat. Another limitation of these algorithms
is the often made assumption that the beats occur at strict metrical levels, mostly a
multiplicative of the smallest measure called the tatum. The new neural network based
approach lifts these limitations. Omnce again it operates solely on the signal without
any higher level knowledge about beat or rhythm structures. It is therefore capable of
tracking beats even if the tempo changes rapidly.

The proposed tempo induction method uses the detected beats to calculate the tempo
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on basis of the most dominant inter beat interval. Reliably detected beats are the
basis of a much better tempo estimation compared to existing methods. Especially the
performance of correctly identified tempo raises about 5.4% and 8.9% absolute (7.7%
and 12% relative) depending on the used data set. If not the whole piece of music, but
only a fraction is considered, tempo changes can be detectable as well. Since the used
music excepts were of constant tempo, this could not be tested however.

Limitations

Despite all the positive aspects of the new proposed algorithm, it has a few downsides,
too. First of all, the method is not able to operate online, as it needs all data to be
present before processing starts, due to the use of bidirectional LSTM recurrent neural
networks. If online operation is necessary, a simple LSTM recurrent network can be
used as well. In case of the onset detector, the performance penalty is less than 1% on
average, but for the beat detector the penalty is more than 10%.

Another aspect to be mentioned is that the new approach has a very high computa-
tional complexity. Taking not only one, but two or even three STFT spectrograms and
their first order differences adds an overhead compared to traditional spectral feature
based algorithms. Also the neural network stage adds some extra amount of processing

time. Nonetheless, all computation can be done in real-time on commodity hardware!.

Last but not least, precisely annotated ground truth data is needed for the training
of the neural networks. The more annotated material exists, the better. This can be
seen at the differences in beat detection for one and the same file shown in figure 5.6,
depending on how the set is split into training and validation set. Such variations could
not be observed during onset detection runs. Taking apart the possibility that beats
are more complex to be learned by the neural network, it could be concluded that more
training material is needed to achieve better and more reliable results.

7.2 QOutlook

Beside the general solution of greater annotated data sets, a few other areas for possible
improvements and further development come to mind.

If the onsets are labelled more specifically (i.e. the types of instruments, vocals, etc.),
and this information is combined with other (probably also neural network based [94])

!The author used a 2 GHz Intel Core 2 Duo with 4GB of memory.
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methods for key and pitch detection, a complete music transcription system can be
constructed.

With the information of the detected onsets and beats, more sophisticated classifiers
for all kinds of temporal higher level knowledge and characteristics can be built. This
includes, but is not limited to, dance style, meter, rhythm patterns, genre, etc..

Other input representations

In [26], a better onset detection precision is discovered, if a multi-resolution analysis is
used instead of fixed one. It could be tested, whether the constant Q transform [10] can
perform as good as or better than the actual proposed solution with combinations of
different spectrograms. The constant Q) transform has been applied successfully to other
tasks, such as pitch and note detection [14], too.

Another possible enhancement could be achieved if a time-frequency representation of
the signal is used instead of the spectrogram of the short time Fourier transform. The
STFT contains only a perfect spectral resolution but no time information at all. Wavelet
transforms [50] include both kind of informations and are already used in other methods
for onset and beat detection [16, 100, 99].

Since the performed input normalisation (to mean 0 and standard deviation 1) of the
input signal for the neural network had a negative effect on the overall performance, it
was not considered in this thesis. It could be analysed, whether a normalisation based
on Moore’s model of loudness [76], as used by [59] and [97] gives an improvement.

Neural network modifications

As mentioned earlier, it is favourable to have big training sets. But using the early
stopping method always requires to sacrifice part of the annotated set as validation set.
Training with noise [9] is a method to circumvent this. However, since it does not lead to
better performance in all cases and the amount of added noise or jitter largely depends
on the used data, the time consuming experiments to determine the best amount relative
to the input data have not been performed.

For onset or beat detection, a special classification algorithm for the output activation
function of the neural network is used. This does not only include a different peak
detection function instead of the standard soft-max, but also an error function used to
determine whether an onset or beat is identified correctly. During training the neural
network also uses the amount of error to adjust the weights of the connections, but it
uses the very simple cross entropy error. Changing this error calculation function to a

75



Chapter 7 Conclusion and Outlook

more sophisticated one similar to the one used for identifying the onsets or beats might
improve the results further. For example, if an onset recognised one frame apart from
the annotated position would not count as a false detected one, but would tell the neural
network that the overall tendency is good and it misses just the last amount of precision,
could help to enhance the potential of the neural network.

Finally, it could be investigated, whether the performance of the LSTM neural net
without forget gates and peep holes (the connections from the memory cell to the gates
in figure 2.3) improves the results for music information retrieval as it does in other areas
like signature verification tasks [98].

Closing words

In this thesis a new state-of-the-art onset, beat, and tempo detection method was pro-
posed. It is purely data driven and works without incorporating any higher level knowl-
edge about the underlaying audio material. Furthermore, it shows exceptional results
without the need of adjusting any parameters to the type of music.
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Appendix A
Mel filter bank calculation

If a STFT spectrogram needs to be transformed from the linear Hz frequency scale to
the logarithmic spaced Mel scale, a filter bank needs to be constructed. The spectrogram
is then multiplied with this filter bank to obtain the Mel spectrogram.

Conversion between the Hz frequency scale on the Mel frequency scale is done accord-
ing to equations A.1 and A.2:

farer = 1127 - 1In <1 + J;gg) (A1)
frr. = 700 - <efMel/1127 — 1) (A.2)

Depending on the upper and lower frequencies f,.;, and fq. in Mel and the number of
Mel bands M, which are spread equidistant over the Mel frequency scale, the frequency
width f;qn of each filter is determined as:

fmax - fmin
f’width - Mi‘f'l (A3)

and the centre frequencies f.(m) for each filter, with m being the number of the Mel
frequency bin as:

fe(m) = fimin + fuwian - m (A4)

With the help sampling frequency fs; and the number of STFT frequency bins K, these
frequencies are converted back to the corresponding centre frequency bin numbers k.(m)
according to this equation:

K

= (A.5)

ke(m) = fe(m)
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Appendix A Mel filter bank calculation

The complete Mel filter bank is then constructed according the following rule:

k—k.(m—
_ k:(m)gfk(n]z:)l) for ke(m — 1) <k < ke(m)
F(m,k)={1— W% for ke(m) < k < ko(m + 1) (A.6)
0 otherwise

Since the filters get wider with increasing Mel frequency bin numbers, (see figure A.1)
each triangular filter is scaled by a factor k, so that the energy of all filters is equal,
i.e. the following condition is met:

k=K

¥m Y F(m,k) =1 (A7)
k=1

2
Fe(mt1)—ke(m—1)

Each numerator of equation A.6 is therefore multiplied by the factor x =
and the resulting normalised filter bank is given by:

2(k—ke(m—1
(k:c(m+1)—ké(zzzzl)f)r~l(§cc(%})—kc(m—1)) for ke(m —1) < k < ke(m)
F(m, k) = i im0t ke(m) <k <ke(m+1) (A8)
0 otherwise

40

35
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Mel frequency band

|
00 500 1000 1500 2000
STFT frequency bin

Figure A.1: Mel filter bank with 40 Mel bands and 2000 STFT frequency bins, for a frequency
range of 20 Hz to 16.0 kHz.
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Appendix B
Software

All software written for this thesis can be found on the software DVD or is available at
the authors page located at http://mir.minimoog.org.

RNNLIB

Alex Graves wrote a neural network software called RNNLIB for his PhD thesis [45]. It
was publicly available at github!, but the author removed it later, but grants access to
if asked. This software is used for all neural network tasks, namely training and testing.

Python

All other programming tasks, such as signal processing, transforming the input to the
NetCDF format? needed by RNNLIB is performed with the Python programming lan-

guage® and the numerical python extension?.

Sonic Visualiser

For the onset and beat annotation task, the Sonic Visualiser® software developed at
the Queen Mary University of London is used. The big advantage of that software is
that several spectrograms can be viewed simultaneously, and the playback speed can
be adjusted in a wide range, thus simplifying the task of annotating. All provided
annotations are given in pure text format versions with one entry per line as well as .sv
files, containing all annotations for onsets and beats.

"http://wiki.github.com/alexgraves/RNNLIB
’http://www.unidata.ucar.edu/software/netcdf
3http://www.python.org
‘http://numpy.scipy.org
Shttp://www.sonicvisualiser.org
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